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INPEAUCJIOBHUE

[Tocobue mnpemnazHadeHo s cTydeHToB Il —IV  KypcoB TEXHMYECKHX BY30B,
00y4aromuxcs N0 CHENMAIbHOCTU JIEKTPOHUKA, BHIYMCIUTENIbHAS TEXHUKA, IPOMAaBTOMAaTHKA U
ap. IM MoryT mosib30BaThesl TaKKe HayyHble pAOOTHUKH U aCIHMPAHTHI, CHIELUATU3UPYIOIIUECS B
00J1aCTH 3MEKTPOHHO-BBIUNCIUTEIbHOW TEXHUKH.

OcHOBHas 11eb MOCOOMS — pa3BUTHE M COBEPIICHCTBOBAHWE HABBIKOB UYTEHHS H
IIEPEBOA OPUTMHAJIBHOM JUTEPATYphl IO CHEHHAIBHOCTH, a TaKK€ HABBIKOB T'OBOPEHUS H
caymanus. TekcTbl 1mocoOus, B3ATble M3 OPUTHMHAJIBHBIX HCTOYHUKOB, PAaCKpPBIBAIOT
COBPEMEHHBIM YPOBEHb JOCTIKEHHH B O0JaCTH MHKPORJIEKTPOHMKM U NEPCHEKTHBBI €€
pa3Butug B KoHLe XX — Hayane XXI BB. MHoroo0Opasue TEKCTOB M UX O0BEM, @ TaKxkKe
npezuiaraembie (opMbl padOTBI MOJEIUPYIOT YCIOBHUS pearbHONW MH(POPMAIMOHHO-TTOUCKOBOU
JEATEIIBHOCTH CIIELUAINCTA.

[Tocobue coctouT u3 6 pasnenoB, OXBaTHIBAIOIIMX OCHOBHBIE HANpaBJEHUS pa3BUTHUS
MUKPOIJIEKTPOHUKHU U €€ IPUMEHEHUS.

Kaxnprii pasgen MMeeT OINpeneNeHHYI0 CTPYKTYpy: OSTO CHAMHBIA YYeOHBIH IHKI,
COCTOSIIIMKA W3 JIBYX AayAMTOPHBIX 3aHATHM M JBYX BHEAyJAUTOPHBIX, HAa KaXIOM U3 KOTOPBIX
pemarTcs LENeBble 3a/Jadyd, yCTaHOBJIEHHbIE lIporpamMmoil MO WHOCTPAHHOMY SI3BIKY JUIS
HESI3BIKOBBIX BY30B (M., 1986).

Ha nepBoMm aynuTOpHOM 3aHSATUU LUKJIA CTYJEHTHL padoTaroT ¢ OCHOBHBIM TEKCTOM,
IIMPOKO MPEACTABISIONIMM HayuHble IPOOIEMbl ONPEeICHHOIO TEMAaTHUECKOT0 HANPaBJICHHUS;
OH COJIEP)KUT 0a30BBI TEPMUHOJIOTMUYECKUN M OOIEHAYUYHBIA CIOBaphb-MUHUMYM JJISi YTEHUS
OPUTMHAJIBHOW HAyYHO-TEXHUUYECKOW JUTepaTypbl MO CHENMaIbHOCTH JNaHHOro mnpoduisi. B
OCHOBHBIX TEKCTaX ITOCIIEIOBATEIBHO INPEICTABICHBl CTPYKTYPHO-CEMAaHTHYECKHE TPYIAHOCTH
Hay4YHO-TEXHHYECKOro TekcTa. Kak Moka3plBaeT HpakTHKa OOY4YeHMs, CTYJCHTbI, BIEpBbIC
OpUcTymasi K pabdoTe ¢ OpUTHHAIBHBIMH TEKCTaMH OOJbIIOr0 o0beMa, He BIAJCIOT B
JIOCTaTOYHOM CTENEHU aBTOMAaTHU3MaMM YTEHHUS, HE YMEIOT aBTOMAaTHYECKHU BBIUWICHITh U
CUHTE3UPOBATH S3bIKOBBIC SBJICHUS, YUUTHIBATh UX B3aUMOCBSI3U B TEKCTE.

I'maBHas 3amaga OCHOBHOTO TEKCTa — HAYYUTh 3PEJIO UYUTaTh HAYYHO-TEXHUUYECKUE
TEKCTHI, CAMOCTOSITEIbHO BECTH MOUCK HY)XHOW WH(pOpManuu, yMeTb 0000IIaTh MOITYYEHHYIO
UH(POPMALIUIO U yIIyOnaTh NpodecCuoHanbHbIe 3HaHUS.

Paborate ¢ OCHOBHBIM TEKCTOM PEKOMEHYETCS TaK: CTYIEHThI ObICTPO MPOCMATPUBAIOT
TEKCT JJI1 IOJIy4€HHUs YCTAaHOBKM Ha IIPABWIBHOE BOCIPHITHE COAEPKAHHUA TEKCTa IIPH
MOCJIEAYIOMEM ero YTeHnu. Bpems nmpocmoTtpa — 3 - 5 MuH. 3aTeM MPHCTYMAIOT K 0COO0OMY
BUJY IEpPEBOJA TEKCTa MOJ PYyKOBOJICTBOM IPENOJNABATENs: CTYACHTHI BBIIOJIHAIOT INEPEBOJ
BCIIYX «IJIsl €e0s», JIMHEHHO-TIOCIIE0BAaTEIbHO BOCIPHUHUMAs TEKCT; B MpoIecce IepeBoja
aBTOMAaTUYECKU BBISIBIIIIOT CBSA3H CJIOB, X MOJAYMHEHHOCTh WIN TJIABEHCTBO U B3aHMOJEHCTBHE
Ha OCHOBE OIPEICICHHBIX BHEIIHMX MpU3HAKoOB. [Ipm TakoM mnepeBoje CTYACHT MOKET
IIPOrHO3MPOBAaTh 3HAYECHHE HEU3BECTHBIX €My paHEE CIOB, MCXOAS M3 CHUHTAKCUYECKHX U
JIOTUKO-CMBICIIOBBIX CBsA3€il TekcTa. [Ipm HempaBUIBLHOM BBISBIEHUHM CBSI3€H IMpernojaBaTelib
nojaeT KoMaHay «omuoka». CTyIeHT pearupyer Ha KOMaHy WU UCIpaBIE€HUEM OUIMOKHU, WIIH
xKaeT nomomu. I[loMomp OCymECTBISETCS B BHUIAE KPAaTKOrO YKa3aHWs IIPENojaBaresss Ha
NPUYMHY OIMIMOOYHOIO IEHCTBHS CTYICHTA.

Becb mporecc MBICIUTENBHBIX —ONEpalUil MPOUCXOAUT «OTKPBITO», UTO JAAET
BO3MOXKHOCTb Cpa3y IPOU3BOAUTH KOPPEKLHUIO HEMPAaBHIbHBIX ACUCTBHN 4yuTaromero. CTyaeHt
UMeEET OOpaTHYIO CBSI3b OTHOCUTEIILHO CBOUX JICHCTBUH.

JlanHas MeTonuKa O0y4YeHHs YTEHUIO allpoOMpOBAaHA B TEUEHHUE HECKOJIBKHX JIET U JaeT
MIOJIO’KUTENbHBIE PE3YJIIbTATHI.

PaGotast Hang OCHOBHBIM TEKCTOM, a TaKXe JOMNOJHUTEIbHBIMHU, CTYAEHTBl YydaTcs
OTpeNeNATh TEeMy TEKCTa IO KIIOYEBBIM CJIOBaM M (parMeHTaM, OBJaJEBAIOT HpUEMaMH
KOMITPECCUHU TEKCTa, 000OIICHHUS COIepKaHUSI.

CamocrosTenbHas paboTa TIOCiIe IEPBOrO ayJUTOPHOTO 3aHATHS HampaBieHa Ha



pacmupenue cioBapHoro 3amnaca. CioBa, BbIJICJICHHBIE B TEKCTE, AaHbl B MIOYPOYHOM CIIOBape,
KOTOPBIA COCTaBJCH IO THE3JA0BOMY MPHUHIHUIY. OTH CJIOBa BBIHECEHBI B aj(aBUTHBIN
yKa3zareiab, KOTOPBIH IMO3BOJISIET OBICTPO HAWTH HYXKHOE CIOBO B COOTBETCTBYIOIIEM pasfeiie
nocobusi. VHTEeHCHBHAs MOBTOPSEMOCTb 0a30BOTO CIIOBapsi B TEKCTaX W YMHPAKHEHHSIX
obOecrieunBaeT €ro ycBOEHHWE B TOJHOM oObeMe. Bce 3amaHust 11t 3TOro Buja palOOThI
MPENoNaraloT aKTUBHOE HCIOJIb30BaHUE SI3BIKOBBIX CPEICTB B (DOPMUPYEMBIX PEIENTUBHBIX U
MPOAYKTHBHBIX BHIAX PEUCBOU JNCATCIHHOCTH.

Bropoe aymutopHoe 3aHsATHE BKIIOYAET JOCTATOYHO OOIMIMPHBIA HH(DOPMATUBHBIN
TEKCTOBOM MaTepHall Uil Pa3IMYHbIX BUIOB uTeHUS. CKOPOCTh YTEHUS U TIyOWHA TTOHMMAaHUS
perynupyercs TUIOM 3aaaHuil. OOyueHHEe YTEHHUIO OPTaHM3YeTCs KakK MPOIeCC HOCTOSHHOTO
pelICHHsT PEYEMBICIIUTEIBHBIX 3a7ad, 4To obecredynBacT 3(PPEKTUBHOEC YCBOCHHUE SI3BIKOBBIX
CPEIICTB U MX MEPEHOC B YCIOBUIX HOBBIX KOHTEKCTOB M PEUEBBIX CUTYAITHIA.

3amaHusi  HOCAT TBOPYSCKHU XapakTep ¥  HANpaBICHBl Ha  (OPMUPOBaHUE
npohecCHOHATBHO 3HAYMMBIX YMEHUI U HABBIKOB Pa0OTHI C JIUTEPATYPOH IO CIIeNUaTbHOCTH —
HAaXOAWTh M OINPEACIATh CTENCHh HOBU3HBI M WH(POPMATUBHOCTH MaTepHalia, OMPEICIIATh
MEPCIIEKTUBBI Pa3BUTHS, IPOBOJAUTH COMOCTABUTEIBHBIN aHAIN3 MPOYUTAHHBIX TEKCTOB, a TAKKE
YMETh H3JI0XKHUTh HHPOpManuio B 0000meHHOM BHE (TUIAHBL, TE3WCHI, aHHOTAIWSI, TAOJIHIIBI,
CTPYKTYpPHO-JIOTUYECKUE CXEMBI U IEHOTAaTHBIEC Tpadbl) U BecTU Oeceqy Mo N3yYSHHBIM TeMaM U
npoOjeMaM CBOEH CIEUaIbHOCTH.

CamocTosaTenbHass paboTa mocle BTOPOTO AayAUTOPHOIO 3aHATHS HaMpaBlieHA Ha
0000menne Bceld wH(pOpMammu paszjena ¢ ONOpPOM HA 3HAHUWS, IOJYYCHHBIE B IPOIECCE
U3YYECHUS CTICIAUCIUILINH U TOTIOJHUTEIbHBIX UCTOYHUKOB Ha POJTHOM M HHOCTPAHHOM SI3BIKAX.
3amaHusi OpPUCHTHPOBAHBI HAa AaKTHBHOE OOCYXKACHHE MpoOJieM, JIeKalmxXx B pyclie
npohecCHOHANbHOM TOATOTOBKM OyAyIIMX CIEIUAINCTOB, a TakKe Ha CHCTEMaTH3aIUI0
OCHOBHBIX TIOHATHI, HAa (OPMHUPOBAHUE TIOHATUHHOTO aIapara Mo CrenuaIbHOCTH.

[To okoHwaHuu Kypca OOyueHHUs NpeIaracTcsi OPraHW30BaTh I'PYMIOBYIO (KYPCOBYIO)
KOH(EPEHIIUIO 10 MPodIeMaM MUKPOIICKTPOHUKHU Ha aHTJIMHCKOM SI3BIKE.

ABTOpBI BBIpaXKaroT TIyOOKyro OfaromapHocth 1.T.H. mpod. JILA. KomenoBy u 1.T.H.
npod. B.A. IIporononoBy 3a KOHCYJIBTAllUM 110 OTOOPY MaTepuana IJisi JaHHOTO ocoOusl.

ABTOpBI



PA3JIEJI HEPBBIN

OcHoBHol TekcT: Electronics and Microelectronics.

I'pammatuyeckue sBjiaeHus: OrmnpenenuTeNnbHble OJIOKH CYIMIECTBUTENBLHOTO. WX
MIEPEBOJI M CTIOCOOBI BEIYJIICHEHUS. BEBIsSIBIIEHNEe CHMHTaKCUYECKUX (DYHKIIHI CJIOB/CIIOBOCOYCTAHUMA
B CTPYKTyp€ aHTIUHCKOTO mpeuiokenus. CriocoOsl mepeBo/ia MpeyIoKESHH CO CIIOBOM it.

Jlekcuueckue siBjeHusi: KoHTekcTyanpHble 3Ha4YeHHUs CJOB pattern, involve, point.
[TepeBon cnoB ¢ npeduxcamu dis-, in-, ir-, un-, non-, mal-.

MATEPHAUJIBI JIUISI PABOTHBI B AYJIUTOPUU
(BAHSITHUE IIEPBOE)
IIpoBepnTe, 3HAETE JIH BBI CJIEAYIOIINE CJI0BA.

1) intensive a, evolution n, quantitative a, complex a, qualitative a, human a, demonstrate
v, enormous a, extraordinary a, reduction n, term n, conductor n, control v, decade n, contain v,
discrete a, individual a, universal a, manufacture v, separately adv, final a, concept n, reality n,
series n, fabrication n, integrated a, radiation n

2) increase v, size n, cost n, lead (led) v, steady a, change n, invention n, circuit n, tube n,
application n, advantage n, consumption n, create v, invisible a, depend v, measure v, device n,
flow n, related n, development n, shape n, solve v, major a, common a, divide v, density n,
achieve v, accept v, demand v, reach v, wave n
O3HakomMbTech ¢ TepMuHAME OCHOBHOI'O TEKCTA.

1. electronic technology — TexHOMOTHS IEKTPOHHBIX HPHOOPOB

2. solid-state components — TBEpAOTENbHBIE KOMIIOHEHTHI, TOJXYIPOBOTHHKOBEIC
KOMITOHEHTEI
. capacitor —KOHJIeHCaTop
. overall reliability — HazmexHOCTh CUCTEMBI
. integrated circuit — mHTETpajibHAs cCXeMa
. substrate — moI0KKa
. charge carrier —HocHUTeNb 3apsiia
. metal-oxide semiconductor —monynpoBogauk MOII cTpykTypsI
. field-effect transistor — TpaH3ucTOp C MOIEBBIM IPPHEKTOM

10. chip — KpucTa/LT; HHTETpalIbHAs CXEMa

11. small-scale integrated circuit (SSI) — wuHTerpambHasi cxema C MaJOil CTENEHBIO
UHTETpaIiH

12. medium-scale integrated circuit (MSI) — uHTerpanbpHasi cxema co CpeIHEH CTEIICHbBIO
unrterpaunu, 1C

13. large-scale integrated circuit (LSI) - uHTErpampHas cxema ¢ OOJNBIION CTETICHBIO
UHTETpaIiy, OONbIas HHTerpaibHas cxema, BUC

14. very-large-scale integrated circuit (VLSI) - mHTErpanpHas cxema co CBEpPXOOJIbIIOH
CTCIIEHBIO MHTETrpaIliH, CBEpX00IbIiias nHTerpaibHas cxema, CBUC

15. circuit pattern — pUCYHOK CXEMBI, CXeMa

O 03O L AW

OCHOBHOM TEKCT

1. TlepeBenure mnepByto uactb (I) OcHOBHOro Tekcta B ayAMTOPUU YCTHO TIOA
PYKOBOACTBOM MpeIiogaBaTeiis.

2. IIpocmotpute BrOpyto 4acTh (II) OCHOBHOro TeKCTa M KpaTKO H3JIOXKHUTE ee
coJiepkaHue Mo-pyccku. Ha3oBHTe KIIFOYEBBIC AHTIIMICKUE CJIOBA, KOTOPBIE CIIOCOOCTBOBAIA
IIOHUMAHHUIO TCKCTA.



ELECTRONICS AND MICROELECTRONICS

I. The intensive effort’ of electronics to increase the reliability” and performance® of its
products while reducing their size and cost has led to the results that hardly anyone would have
dared to predict.*

The evolution of electronic technology is sometimes called a revolution. What we have
seen has been a steady quantitative evolution: smaller and smaller electronic components
performing increasingly complex electronic functions at ever higher speeds. And yet there has
been a true revolution: a quantitative change in technology has given rise to qualitative change in
human capabilities.’

It all began with the development of the transistor.

Prior to° the invention of the transistor in 1947 its function in an electronic circuit could
be performed only by a vacuum tube. Tubes came in so many shapes and sizes and performed so
many functions that in 1947 it seemed audacious (cmumkom cmeno) to think that the transistor
would be able to compete’ except in limited applications.

The first transistors had no striking advantage in size over the smallest tubes and they
were more costly. The one great advantage the transistor had over the best vacuum tubes was
exceedingly® low power consumption. Besides they promised greater reliability and longer life.
However it took years to demonstrate other transistor advantages.

With the invention of the transistor all essential circuit functions could be carried out’
inside solid'® bodies. The goal'' of creating electronic circuits with entirely solid-state
components had finally been realized.'”

Early transistors, which were often described as being a size of a pea (ropommuHna), were
actually enormous on the scale” at which electronic events'* take place, and therefore they were
very slow. They could respond'” at a rate'® of a few million times a second; this was fast enough
to serve in radio and hearing-aid (ciyxoBoii ammapar) circuits but far below the speed needed for
high-speed computers or for microwave communication systems.

It was, in fact, the effort to reduce the size of transistors so that they could operate at
higher speed that gave rise to the whole technology of microelectronics.

A microelectronic technology has shrunk'” transistors and other circuit elements to
dimensions'® almost invisible to unaided eye (HeBOOPY>KEHHBIH Ti1a3).

The point'" of this extraordinary miniaturization is not so much to make circuits small per
se (;mat. camu mo cebe) as to make circuits that are rugged (3a1. maccuBHbI#), long-lasting, low in
cost and capable of performing electronic functions at extremely high speeds. It is known that the
speed of response depends primarily on the size of transistor: the smaller the transistor, the faster
1t 1s.

The second performance benefit”’ resulting from microelectronics stems directly from the
reduction of distances between circuit components. If a circuit is to operate a few billion times a
second the conductors that tie the circuit together must be measured in fractions of an inch. The
microelectronics technology makes close coupling! attainable.*

It may be helpful if we say a few words about four of the principal devices found in
electronic circuits: resistors, capacitors, diodes and transistors. Each device has a particular23 role
in controlling the flow of electrons so that the completed circuit performs some desired function.

During the past decade the performance of electronic systems increased manifold** by the
use of ever larger numbers of components and they continue to evolve. Modern scientific and
business computers, for example, contain 10° elements; electronic switching® systems contain
more than a million components.

The tyrany of numbers — the problem of handling®® many discrete electronic devices —
began to concern®’ the scientists as early as 1950. The overall®® reliability of the electronic
system is universally related to the number of individual components.

A more serious shortcoming® was that it was once’ the universal practice to
manufacture®’ each of the components separately and then assemble’ the complete device by
wiring® the components together with metallic conductors. It was no good (31. D10 He



nomorio): the more components and interactions, me less reliable the system.

The development of rockets and space vehicles™ provided the final impetus™ to study the
problem. However, many attempts were largely unsuccessful.

What ultimately™® provided the solution was the semiconductor integrated circuit, the
concept’’ of which had begun to take shape a few years after the invention of the transistor.
Roughly between 1960 and 1963 a new circuit technology became a reality. It was
microelectronics development that solved the problem.

The advent™ of microelectronic circuits has not, for the most part, changed the nature of
the basic functional units: microelectronic devices are also made up of transistors, resistors,
capacitors, and similar’® components. The major difference is that all these elements and their
interconnections are now fabricated on a single substrate™ in a single series of operations:

I1. Several key*' developments were required before the exciting potential of integrated
circuits could be realized.

The development of microelectronics depended on the invention of techniques* for
making the various functional units on or in a crystal of semiconductor materials. In particular, a
growing number of functions have been given over to circuit elements that perform best:
transistors. Several lands of microelectronic transistors have been developed, and for each of
them families of associated circuit elements and circuit patterns™ have evolved.

It was the bipolar transistor that was invented in 1948 by John Bardeen, Walter
H.Brattain and William Shockley of the Bell Telephone Laboratories. In bipolar transistors
charge carriers of both polarities are involved™ in their operation. They are also known as
junction® transistors. The npn and pnp transistors make up the class of devices called junction
transistors.

A second kind of transistor was actually conceived almost 25 years before the bipolar
devices, but its fabrication in quantity did not become practical until the early 1960's. This is the
field-effect transistor. The one that is common in microelectronics is the metal-oxide-
semiconductor field-effect transistor. The term refers*® to the three materials employed in its
construction and is abbreviated MOSFET.

The two basic types of transistor, bipolar and MOSFET, divide microelectronic circuits
into two large families. Today the greatest density of circuit elements per chip*’ can be achieved
with the newer MOSFET technology.

An individual integrated circuit (IC) on a chip now can embrace (BkirO4YaTh) more
electronic elements than most complex piece of electronic equipment that could be built in 1950.

In the first 15 years since the inception of integrated circuits, the number of transistors
that could be placed on a single chip (with tolerable®® yield*’) has doubled every year. The 1980
state of art™” is about 70K density per chip. Nowadays we can put a million transistors on a single
chip.

The first generation of commercially produced microelectronic devices are now referred
to as small-scale integrated circuits (SSI). They included a few gates.’’ The circuitry defining™ a
logic array” had to be provided by external conductors.

Devices with more than about 10 gates on a chip but fewer than about 200 are medium-
scale integrated circuits (MSI). The upper boundary’® of medium-scale integrated circuits
technology is marked™ by chips that contain a complete arithmetic and logic unit. This unit
accepts as inputs two operands and can perform any one of a dozen or so operations on them.
The operations include additions, subtraction, comparison, logical "and" and "or" and shifting>®
one bit to the left or right.

A large-scale integrated circuit (LSI) contains tens of thousands of elements, yet each
element is so small that the complete circuit is typically less than a quarter of an inch on a side.

Integrated circuits are evolving from large scale to very-large-scale (VLSI) and wafer-
scale integration (WSI).

The change in scale can be measured by counting the number of transistors that can be
fitted’” onto a chip.



Continued evolution of the microcomputer will demand further increases in packing™®
density.

There appeared a new mode® of integrated circuits, microwave integrated circuits. In
broadest sense,” a microwave integrated circuit is any combination of circuit functions which
are packed together without a user accessible’' interface.

The evolution of microwave integrated circuits must begin with the development of
planar® transmission lines.”

As we moved into the 1970's, stripline and microstrip assemblies became commonplace
and accepted as the everyday method of building microwave integrated circuits. New forms of
transmission lines were on the horizon, however. In 1974 new integrates-circuit components in a
transmission line called fineline appeared. Other more exotic techniques, such as dielectric
waveguide® integrated circuits emerge.®> Major efforts currently are directed at such areas as
image guide, co-planar waveguide, fineline and dielectric waveguide, all with emphasis on
techniques which can be applied to monolithic integrated circuits. These monolithic circuits
encompass all of the traditional microwave functions of analog circuits as well as new digital
applications.

Microelectronic technique will continue to displace other modes. As the limit of optical
resolution® is now being reached, new lithographic and fabrication techniques will be required.
Circuit patterns will have to be formed with radiation having wavelength shorter than those of
light, and fabrication techniques capable of greater definition will be needed.

Electronics has extended®’ man's intellectual power. Microelectronics extends that power
still further.

IIpoBepbTe, KaK BbI 3aIOMHUJIH CJI0BA.

1.1. [IlepeBemute cieayomme CIOBA/CIOBOCOYCTAHUS, HCXOAS W3  3HAYCHUIH,
IPUBEICHHBIX B CKOOKaX:

1. reliable a (HanexHslit), rely v, reliability n; 2. predict v (mporuosuposars), prediction
n, predicted performance; 3. capable s (cmocoGHBIIT), capability n, logic capability; 4. excess n
(mpeBsimienue), exceed v, in excess of, exceedingly high; 5. scaling n (macmrabupoBanue), scale
n, on a large scale; 6. response n (peakmusi), respond v, responsibility n, responsible a, to be
responsible for, time response; 7. benefit v (mpuHOCUTH BBITOIY, TOJIB3Y), benefit n, for the
benefit of, without the benefit; 8. evolution n (pa3Butue), evolve v; 9. concern n (memno,
OTHOIIICHHE, HHTEPEC), CONCern v

1.2. OnpenennTe 3HaYCHUSI AHTJIMMCKUX CJIOB, UCXO/JIS U3 KOHTEKCTA:

1. mpunarate Oompmme efforts; 2. reliability—>T0 kauecTBO Mr00OM MamuHBL, 3.
performance mo060# 3amgaun, performance cxemsl; 4. capability mamsiTu yenoBeka; 5. competition
Mexnay dupmamm; 6. to exceed npenen; 7. scale of uamepenus; 8. prediction of pe3ynbraros; 9.
to respond Ha curaai; 10. sxoHomu4deckast benefit

1.3. [lepeBenute crnenyromnue cioa. OOpaTuTe BHUMaHUE Ha TO, uyTO mpedukchr dis-, in-,
un-, mal-, non-; ir- IPUIAIOT CIIOBaM 3HAYCHHUE OTPHUIIAHUSI.

dis-: discharge v, disconnect v, disclose v, disadvantage n, disappear v

in- : invisible a, inaccurate a, inactive a, incapable a, incompact a

un-: unbalance v, unbelievable a, unconventional a, uncontrollable a

mal-: malfunction n, malpractices, malformed a

non-: non-effective a, non-metallic a, nonconductor n

ir-: irregular a, irrelative a, irresistible n
O0cyaure cogep:kaHue TEKCTA.

1.4. Ilpocmorpure OcHOBHOH TekcT emie pa3. OTBETbTE Ha BOMNPOCHI, HCIIOJIB3YS
nH()OpMAITHIO TEKCTA.

1. What would you say about electronics? 2. What would you say about the invention of
the transistor? 3. What were the advantages of the first transistors over the best tubes? 4. What
would you say about the early transistors? 5. Why is the size of transistors of prime importance?
6. What is the second performance benefit resulting from microelectronics? 7. What are the



principal elements of electronic circuits? 8. What does the overall reliability of electronic
systems depend upon?

1.5. Cuenaiite o6o0mieHre HHGOPMAIUH O pa3pabOTKe TPAH3UCTOPOB U WHTETPATBHBIX
cXeM (BBITOJIHIETCS YCTHO).

1.6. ITpocmotpuTte BTOpyto yacTh (II) OcHoBHOrO Tekcta. CooOmmuTe, 4TO Bbl y3HAIH O:

1. the development of microelectronics; 2. several kinds of microelectronic transistors; 3.
bipolar amd metal-oxide-semiconductor field-effect tranistors; 4. the first generation of
microelectronic devices
IIpoBepbTe, yMeeTe J1U BbI IEPEBOAUTH ONpe/euTeNbHbIe 0JIOKH CYyIIeCTBUTEIbHOTO.

1.7. O3HaKOMBTECH C THIIAMHU ONPEICITUTEIBHBIX OJIOKOB CYIIECTBUTEIBHOTO.

LA+ N/A+N

1) a small device, a small electronic device, a smaller device, the smallest possible device

2) a low consumption, a lower consumption, a lowest possible consumption, the least
possible consumption

3) any complex function, more complex function, a most complex function, the most
complex function, the most possible complex function, the least possible complex function

4) good shapes, better shapes, best shapes, bad shapes, worse shapes, the worst shapes

2.Adv+A +N

1) extremely high cost, entirely new application, inereasingly

complex technology, highly important invention

2) a far heavier unit, a far lower pressure, a far faster flow

3) a much faster change, a much denser population

4) a little longer operation, a little more serious attempt

3.A+N + N/A +N

1) a large time interval, a high flow temperature, different air speeds, low temperature
growth

2) high-speed computers, high-quality device, thin-film technology, single-layer structure

4. VingtN/Adv+VipetN

1) an increasing size, a decreasing number, an operating device

2) a constantly increasing size, a steadily decreasing number, a slowly operating device

5.VeatN/Adv+VtN

1) achieved results, changed operations, produced devices

2) quickly achieved results, partially changed operations, commercially produced devices

6.Adv + V4N

1) a much needed development, a much controlled addition

2) a round-shaped piece, a low-powered transmitter

TN+N/N+N+N

1) process control —control process, cost reduction — reduction cost, test operation —
operation test

2) power consumption — power consumption change, circuit element — circuit element
decrease, size reduction — size reduction need

8.N-VingtN/N-Vq+N

1) current-controlling device, man-operating machine, electron-emitting source

2) consumption-related process, man-made change, error-operated system

1.8. IlepeBenuTe cienyomue onpeaeaIuTeIbHbIE OJI0KH CYIIECTBUTENBHOIO:

1. several basic functional units; 2. semiconductor device fabrication; 3. device
application; 4. progressively thinner layers; 5. widely accepted unit; 6. relatively cheap source
material; 7. power-producing element; 8. commercially produced microelectronic devices

1.9. Haiinure onpenenutesbHble OJOKH CYIIECTBUTEIBHOTO (C JIEBBIM OIIPE/ICIICHUEM ):

1. An equally systematic approach will be required in the new generation integrated
circuits fabrication. 2. One recently invented microelectronic functional element has a
distinction. 3. Today's microcomputer has more computing capacity than the first large electronic



computer.

1.10. IlepeBemute oOmNpeACTUTEIbHBIC OJOKH  CYIIECTBUTEIBHOTO (C  MpaBbIM
OTIpeIeICHNEM ) WIIA OECCOIO3HBIE ONPEACITUTEIbHBIC TIPEII0KCHNUS:

1) the number of circuit components; the use of low gas velocities; the achievement of
much less high temperature; the advantage of carefully prepared silicon surfaces; rapidly
developing technology of smaller electronic components

2) a description of the properties of circuit elements; the theme of a great number of
publications

3) the computer compares the information it receives; the designer considers the size the
chip has
IIpoBepbTe, yMeeTe JiH BbI BHISIBJSTh CHHTAKCHYECKHE (PYHKIIMH CJI0B/CJI0BOCOYETAHHIT B
CTPYKTYpe aHTJIMICKOro nmpe/JioKeHus.

1.11. IlepeBemute cienyromye CIOBOCOYETAHUS C TPEIJIOTAMHU, ‘TJI€ OHU SIBISIOTCS
yKazaTemsiMu (yHKIHH 06cTosTenbera N°:

at: to move at extremely high speeds; to buy at ever lower cost after: to develop after the
invention of transistor; after the development of integrated circuits; after 1970's

before: before the publication of the paper; before the device fabrication

by: to accomplish by introducing diodes; to be introduced by 1960; the cost decreased by
then to a tenth of the 1976 cost during: to control during crystal growth for: the electronic
component for a circuit; for many purposes the size was changed; for five years; for the most
part of the year

from: from the very beginning; from the experiment results; to separate semiconductor
from a metal

in: advantages in size; changes in cost; in the early 1960's; in this field of developments;
an important technique in semiconductor device fabrication; in addition to integrated circuit
fabrication; in terms of units; to need control in progressively thinner layers; in the presence of
silicon; to be low in cost; in a year

on: the effects of reactor design and operation on these parameters; to depend on the
invention; on the basis of the high density; on the chip

over: over the past decade, the advantage of a new concept over the previous one

with: with the development of transistor; to achieve with new technology, with each
technical development

within: within the period of operation; within five years

1.12. ITpsiMoe morosHeHue N — yKazaTenb HesiBHOM (hopmbl ckazyemoro. [lepeBenute
CJICYIOUINE TIPEIOKEHUS:

1. Microelectronics faces many problems. 2. Mark the temperature increase. 3. The
structural and electrical properties of films pose interesting problems. 4. The lens focuses the
beam on a small spot on the object. 5. The paper presents a perspective of the system potential.

1.13. SBHas ¢opma ckazyeMoro v — yKazarelb MOJJIEKAIIErO N [TepeBeaure
CJICYIOUINE MPETOKEHUS:

1. Polycrystalline semiconductor films have shown useful device applications. 2.
Reduced epitaxial growth temperatures have been achieved in conventional silane-in-hydrogen
systems.

1.14. Hapeuue BBIMOJHSET (PYHKIIMIO OOCTOSTEIHCTBA N° B CTPYKTYypE MPEIJTIOKEHHUS.
[lepeBenute ciemyronye MpeIoKEeHUs:

1. Early transistors were actually enormous in size. 2. Thin films are commonly deposited
by evaporation. 3. Transistor performance was steadily improved.

1.15. Onpenenure GyHKIUIO CIOB/ONPEACTUTENHHBIX OJOKOB B JTAHHBIX MPEIOKEHUSX,
UCXOSI U3 (POPMYJIIBI CTPYKTYPBI aHTITHHCKOTO TIPEITIOKEHHS:

»’ r, I’ v N? N W

1. Continued progress in microelectronics may depend to a significant extent on our



ability to predict properties from a knowledge of the steps taken in the fabrication. 2. The
interconnections of the integrated circuit are much more reliable than solder joints. 3. The
primary means of cost reduction has been the development of increasingly complex circuits.

1.16. B crnenyromux npeanoxeHusx it He nepeBoautcs. OOBSICHUTE, TOUEMY:

1. It was possible (necessary) to increase the functions of the device. 2. It was clear
(apparent) that low power consumption is of importance. 3. It was the development (appearance)
of the transistor that changed the picture. 4. It is supposed (believed) that the transistor had an
advantage over the best vacuum tubes. 5. It appears (seems, proves) that the object of the
research is significant.

Yuurech yMTATH.

Tekcr 1.1. [Ipounraiite Tekct. Ckaxkute, 4TO BBl y3HAIU O: a) electronic industry; 0)
films. [IpounTaiiTe TekcT eme pa3. O3ariaaBbTe €ro.

Even before the invention of the transistor the electronics industry had studied the
properties of thin films of metallic and insulating materials. Such films range in thickness from a
fraction of a micron, or less than a wavelength of light, to several microns. (A micron is a
millionth of a meter; the wavelength of red light is about .7 micron.)

Texer 1.2. [IpounTaiite TekcT. CkakuTe, 4TO BB Y3HAJIH O: a) resistor; 0) zigzag pattern;
B) capacitance. [IpounTaiite TekcT eme pa3. O3ariaaBbTe €ro.

A typical thin-film resistor consists of a fine metal line only a few thousandths of an inch
wide and long enough to provide the desired value of resistance. If high precision is required
laser trimming is used. If high values are desired, the line can be laid down in a zigzag pattern.
To form a capacitance one can lay down a thin film of insulating material between two thin films
of metal.

MATEPHAJIBI VI CAMOCTOSATEJIbBHOM BHEAYIUTOPHOM PAEOTHI
(ITOCJIE IIEPBOI'O 3AHSTUS)
N3yuure ciaexyrommue rue3a cJioB H CJ10BOCOYETAHUIA.

1. effort n 1. ycunue, Hanpspkenue; 2. pabora, mporpamMmma

in an effort meITasice, cTpemsich

design effort koHCTpYKTOpCKask pabora

research effort mporpamma ucciienoBaHui, ucciaeaoBaTeNbckas padbora

development effort mporpamMma onbITHEIX paboOT

2. reliability n HageXHOCTH

reliable a HaJEKHBII; MPOYHBIIA

rely on/upon v 1, monararbcst Ha; 2. OUPATHCS Ha

3. performance. n 1. paboyas xapakTepucTHKa; mapameTpel; 2. paboTa,
(GyHKIIMOHUPOBAHNE

circuit performance nmapameTpbl cXeMbl

perform v BBIIONHATH, OCYIIECTBIIATH; COBEPILIATh

4. predict v mporHo3upoBaTh

prediction n mporHo3upoBanue predictive a mpecKa3zyeMbIid

5. capability n 1. cmtocoOHOCTb, BO3MOXKHOCTD; 2. XapaKTepUCTHKA

output capability BeIXxo/1Hast XapakTepucTHKa capable a ciocoOHBIH

6. prior to prp 70, paHee prior o MPeaIIeCTBY IO

priority n 1. mpuopuTeT, IEPBEHCTBO; 2. MPEAINICCTBOBAHNE

7. compete v COpEBHOBATHCS; KOHKYPUPOBATH

competition n COpeBHOBaHNE; KOHKYPEHIIUS

competitive a KOHKYpHUPYIOIIHi{; COIIOCTABUMBIii; KOHKYPEHTHOCTIOCOOHBIH

8. exceedingly adv upesBbIuaiino

exceed v peBbIIATH

excess N MPEeBbIIICHNE; H30BITOK

in excess of Oornee yeM; cBepX, AOMOIHUTEIHHO

9. carry out v BBIIOJIHATH; TPOBOANTH



carry on v IpoJIoJiKaTh

carry v 1. HecTH; 2. O AePKUBATh; 3. MPOBOJUTH carrier n HOCUTENb, JepKaTeb

10. solid n TBepmoE TEMO

solid-state TBepAOTENbHBII; TOTYTIPOBOJHUKOBBIN

11. goal n nerns, 3amaua

12. realize v 1. mpencraBisaTh cebe; 2. OCYIIECTBUTH;, AOCTHUTHYTH realization n 1.
NOHUMaHHE; 2. JOCTHKEHHE; OCYIIECTBICHHUE

real a IeliCTBUTEIBHBIN

reality n JeliCTBUTETBHOCTB, (DaKT

really adv neiicTBuTensHO, Ha caMOM Jielie

13. scale n 1. mkana, macitad; 2. pa3mep, BeJITHUNHA; 3. CTETICHb

14. event n 1. sBneHue, coObITHE; 2. pe3yNbTaT, HCXOJ

eventual a 1. BO3MOKHBIN; 2. KOHEUHBIH

eventually adv B KoHIIe KOHIIOB

15. respond v pearupoBaTh

response n peaxius; OTBET

time response BpeMEHHas XapaKTepPUCTUKA

16. rate n 1. Temn, ckOpoCTh; 2. Kiacc, pa3psaa; 3. mopLus, HopMa

ratio n 1. mponopuusi, oTHOIIEHUE; 2. KOAPDUITHCHT

17. shrink (shrank, shrunk) v cokpamaTtbcs; yMeHbHIATBCS

shrinkage n cokparienue; yMeHbIIICHHE

18. dimension n 1. pa3mep; BenuunHa; 00beM; 2. BaXKHOCTh

dimensional a uMeroHif H3MEPEHNUs, TPOCTPAHCTBEHHBIH

19. point n 1. Touka; 2. mecTo; 3. Bompoc; 4. CyTh; 11eb

point of view Touka 3peHus

in point paccMaTpuBaeMbIi

pointless a 6eccMbICTICHHBIT

point v yka3bIBaTh, IOKa3bIBaTh

point out v yKa3bIBaTh

20. benefit n BeIroga, nmojp3a

benefit v momMoraTh; MPUHOCHUTH TIOJB3Y; BEIUTPHIBATH

for the benefit of mns, pamu

without the benefit He rcronb3ys

21. coupling n coenuHECHIE

coupler n coeMHUTENBHBIN TPUOOP

couplen 1. mapa; 2. ameMeHT

22. attainable s mocT>XUMBIit

attain v IOCTUTHYTh

attainment n npuoOpereHue

23. particular a 1. ocoObIi; crienuduaeckuii; 2. HHIUBHUIY ATbHBIH

in particular B ocoGeHHOCTH

particularly adv 1. oco6eHHO; 2. B 4aCTHOCTH

24. manifold adv Bo mHOTO pa3

manifold a pazHooOpa3HbIit

fold v 1. cknanpiBate; 2. 1yOnupoBaTh

25. switch v mepekiouaTh, BKIIOYATh

switch n nmepekitouarens

switch off v BeIKITIOUaTh

switch on v BKITI09aTh

switching n mepekitoueHrne, KOMMYyTHPOBaHHE

26. handling n 1. 06paboTka; 2. ynpasieHue; 3. BHIIIOTHEHNE

handle v 1. ynpaBmisite; 2. UMETb J1€J10 € YEM-IL.; 3. CIPABUTHCS



handler n ycTpoiicTBO; MaHUTIYIISTOD

27. concern n 1. 1eno, KacaTeNnbCTBO; 2. UHTEPEC, yUACTHE; 3. BAXKHOCTh
concerned a UMEIOIINI OTHOIICHNE; 3aMHTEPECOBAHHBIN

concerning prp OTHOCUTEIbHO

as far as smth is concerned 4to kacaeTcs

28. overall B 1. monHbI#, 00muKiA; 2. MpeneabHBIN

overall dimensions rabaputHbie pa3mMeps

overall efficiency oOmimii ko3 uLreHT NoIe3HOTo NeHCTBUS

29. shortcoming n 1. HegocTaTOK; 2. HEXBaTKa

short a 1. KopoTkuii; 2. HEAOCTATOUHBIN; 3. AEPUIIUTHBII

shortage n HexBaTKka

30. once adv 1. korna-To, pansblie; 2. (OAUH) pa3

once again ere pa3s

once and again HECKOJIBbKO pa3

more than once He pa3, HEOJTHOKPATHO

at once cpa3y, OBICTpPO

once n OAMH pa3

once co KOrja, eciiu; Kak TOJIbKO

once in a while naorga

31. manufacture v M3roTOBIISTH; BbIICIIBIBATD

manufacturer n 1. U3roTOBUTENB; 2. TPOMBIIIICHHHUK; IPEATPUHUMATETH
manufacturing n mpou3BOJCTBO; 00pabOTKa

32. assemble v coOnpaTh, MOHTUPOBATH

assembly n 1. cOopka, MOHTax; 2. arperar

assembler n 1. ycranoBka st cOOpKH; 2. accemOep (SI3bIK)

33. wiring n 1. pa3Bojka; 2. MOHTaX

wire n mpoBOJIOKA; MPOBOJT

wire v CBsI3bIBaTh; (POPMHPOBATH PA3BOJIKY

Wiry a poBOJIOUHBIN

34. vehicle n 1. cpencTBo nepeaaun; 2. HOCUTENb (KPUCTAUIOB); 3. BU TPAHCIIOPTA
35. impetus n UMITYJIEC, CTUMYT

36. ultimately adv B KOHIIe KOHIIOB; B KOHEUHOM CYETE

ultimate a 1. mocaenHuii; 2. OCHOBHOMH

37. concept n 1. Teopust; 2. ob1iee npeacTaBICHUE

conception n 1. Touka 3peHus; 2. MOHUMaHHUE

conceive v IOHUMaTh, MPEJCTaBIIATh ce0e

conceivable a BO3MOXHBII, MBICTUMBIH

concept phase ctaaus IpeaBapUTEITHLHOTO POCKTUPOBAHUS

38. advent n 1. mosiBnenue; 2. npudbITHE

39. similar 1 momOOHBIN, CXOTHBIH

similarly adv ananoruyso

similarity n cXoACTBO, aHAJIOTHsI

40. substrate n = substratum 1. moanoxka; 2. ocHoBaHue; 3. HeoOpaOoTaHHAas! MOATOKKA
41. key n 1. xirou; 2. k104 (K yIPOKHEHHUSIM | T.11.); 3. IEPEKIII0OYaTelb, KHOIIKA
keyboard n xnaBuaTypa; KOMMYHUKAIIMOHHAs TTaHENb

42. technique n MeTO, TEXHHYECKUH TIPHEM

Cp. technology n 1. TexHHKa; TEXHUYECKHE HAYKH; 2. TEXHOJIOTHS
technicals n Texarueckass TEPMUHOJIOTHSI

CAD technique MeTo aBTOMaTH3UPOBAHHOTO NPOSKTUPOBAHHS

circuit technique cxeMoTeXHHKa

definition technique meTon popmMupoBaHUs pUCYHKA

43. pattern n 1. obpazen, mabnoH; 2. hopma; MonoKEeHUe; Xapakrep; 3. CTpyKTypa (Ha



doTomabdnone); 4. cTUIb

patterning n popMHpoOBaHUE CTPYKTYPHI, PUCYHKA; CTPYKTYpHUPOBaHUE

pattern v 1. popmMupoBaTh pUCYHOK; 2. KOITUPOBATH

44. involve v 1. uMeTh; BKIIOYAThL B ce0s1; 2. BHI3BIBATH, OBITH CBSI3aHHBIM C 4EM-IL.; 3.
TpeboBaTh

involved B paccmaTpuBaeMbIit

45. junction n 1. coequrenue; 2. mepexo (p-1); 3. TOYKa COSTUHEHUS

junction transistor MIOCKOCTHOM TPaH3UCTOP; TPAH3UCTOP CP-II EPEXOI0M

46. refer v 1. oTcbulaTh; yIIOMUHATh; 2. HAPABIATh; 3. IEpeJaBaTh HA pACCMOTPEHHE

to be referred to as Ha3bIBaTHCS

reference n 1. ccbulka; WCTOYHWK; 2. OTHOIIEHHWE; 3. d3TanoH; 4. mepemaya Ha
paccMOTpeHue

references n 6ubnmorpadus

voltage reference HCTOYHHK OMIOPHOTO HAMPSIKEHUS

47. chip n 1. kpucramr;, 2. uHTerpanpHas cxema, MC; Mukpocxema, 9uI; 3. KyCOUeK,
00JI0MOK

array chip marpuunas C

bare chip 6eckopmycnast UC

component chip 6ecKOpITyCHBII KOMIIOHEHT

custom chip 3akaznas UC

fast chip OpicTponeiicTByromas NC

gate array chip 6a30BbIif KPHCTAUT TUTIA MATPUIIBI JOTHYECKHUX IJIEMEHTOB

individual circuit chip kpuctam ¢ Manoii CTeNeHbI0 HHTETPALUT

master chip 6a30BbIif kpucTamt

microchip mukpomnporeccopnas BUC

speech chip IC cunTe3aTopa peuu

chip-outs nedeKTHBIC KPUCTAILTBI

chipper n 0JHOKPUCTAIBHBI MAKPOITPOIIECCOP

48. tolerable s nomycTUMBII

tolerance n gomycTUMOE OTKJIOHEHHE OT CTaHAapTa

49. yield n 1. pazmepsl BbIpaOOTKH; 2. BBIXOJ TOAHBIX (CXEM)

yield v maBath (pe3ynbTaThl); MPOU3BOAUTH

50. state of art cocTosiHUE BOIIpOCa; YpOBEHb Pa3BUTHS HAYKH

state n 1. cocTosinue, MOT0KEHUE; 2. TOCYIapCTBO

state v 1. KOHCTaTUPOBaTh; 2. 3asBIATH stated B 1. yCTaHOBJICHHBIN; 2. peryJsIpHbINA

statement n yTBepXIcHHUE

51. gate n 1. 3aTBOp, KJ1anaH; 2. JOTHYECKUI SJEMEHT; 3. CTPOO-UMITYIIbC

diode transistor-logic gate anement J{TJI

discrete gate 1. Jormyeckuii 377€MEHT Ha TUCKPETHBIX KOMITOHEHTax; 2. joruyeckas MC c
MaJiol CTETEHbIO UHTErpaluu

intrinsic gate 3aTBOp U3 I/I ¢ COOCTBEHHOMN AIIEKTPOIPOBOJUMOCTHIO

two-input gate JJOTHYECKUI AIEMEHT C IBYMsI BXOJaMHU

52. define v 1. onpenensite; 2. 0603HaYaATH

definite a 1. onpeeneHHbIi; 2. TOUYHBINA

definition n 1. onpenenenue; 2. 4eTKOCTh

53. array n 1. Macca, MaccuB, MHOXECTBO; 2. MEpE€UCHb, MOPAIOK; 3. Marpuia; 4.
pacrosioxxeHue

cell array marpuna siueek

image array MaTpuua H300paXeHu CTPYKTyp

piggyback array pa3smemenue ognoit MC Hag npyrou

arrange v 1. pacnonarars; 2. KOHCTPYHUPOBAaTh

arrangement n 1. pacnonoxxeHue, HOpPSAOK; 2. MPpUOOpP, KOHCTPYKIIHS



basic-circuit arrangement MpUHIIUIHATIBHAS CXEMa

matrix arrangement MaTpryHasi cxema

mounting arrangement MOHTaXKHO-COOPOYHOE MPHUCIIOCOOTICHHE
sandwich-type arrangement TpexcioifHast CTpyKTypa

54. boundary n rpanuma

bound n 1. rpanuna; 2. npenen

bound v 1. orpann4mBate; 2. TPAaHUYUTH

55. mark v 1. 0603HauaTh, MAPKUPOBATH; 2. XapaKTEPU30BATh
mark n 1. 3HaK; 2. moka3aTenb, MpU3HAK; 3. HOpMa

marking n MapkupoBka

chip marking mapkuposka C

marked a 3ameTHBI

markedly adv 3ameTHO, 3HaUHTEITBHO

56. shifting n cmemieHue

shift v 1. mepememmarp, caABUraTh; 2. U3BMEHSTH

shift n 1. cnBur; u3mMenenue; 2. nepeMeHa

logical shift morngeckuit ciBur

shifter n cqBUTOBEI peructp

level shifter cxema caBura ypoBHs

57. fit v 1. yctaHaBnuBath; 2. TOAUTHCS; 3. MOATOHSTH

fit a 1. moaxomsmiuii; 2. rOTOBBIM

58. pack v ynmakoBbIBaTh; KOPITyCHPOBaTh; YKJIabIBATh

pack n 1. xopryc, ynakoBka; 2. cOopka; 0JIoK

package n 1. kopryc, ynakoBka; 2. MOAYJb; 3. MOHTaX B KOpITyce
packing n 1. Mmoxynb, kopryc; 2. HaOUBKa, YIUIOTHEHNE

59. mode n 1. Meton, crioco®; 2. pexum; 3. Gpopma, BUIT
charge-storage mode pexxum HaKOTIIIGHUS 3apsiia

failure mode Bug oTkasza

in-line production mode MOTOYHBI METO] POU3BOICTBA
simulation mode uMuTaOMOHHAS MOJEIH

60. sense n 1. cmbIci, 3HaUEHUE; 2. OLYIIEHUE

sensitive a 1. YyBCTBUTEIbHBIN; 2. IPEIU3UOHHBIN

Sensor n JaT4uK

61. accessible s mocTymHbBIN

access n JI0CTy

62. planar a TuraHapHbI#, IOCKOCTHOM; TUTOCKUI

63. line n 1. muHMs; 2. KOHTYD; 3. Psill, pacHONI0KEHUE
transmission line TuHUS Iepeaadn

stripline moockoBast TUHUS

fineline a mpenM3MOHHBIN; C AIEMEHTaMU YMEHBIIICHHBIX Pa3MepOB
64. waveguide n BOJIHOBOJI

wave n BoJIHa

65. emerge v 1. NOSIBASATHCS, BOSHUKATh; 2. BBIACHITHCS
emergence n 1. nosiBieHue; 2. BBIXO

66. resolution n 1. pa3pemaromiasi CHoCOOHOCTb; 2. pelIcCHHE
resolve v 1. pacmamatbes, pasznaratbes; 2. penarh

resolved a 1. pacTBopuMBIii; 2. pelIeHHBIN

resolving power paspeniaromnias criocoOOHOCTh

67. extend v 1. pacmpsThCs; 2. yBEINUUBATHCS; 3. paCIpPOCTPAHATHCS
extended a 1. oOmMpHBIIA; 2. TPOIOIKUTETHHBINA

extension n 1. pacimupenue, pacTsxka; 2. yaJIuHeHne; 3.paclipocTpaHeHne
extensive a OOIIMPHBIN



extent n 1. pazmep, BeM4MHA; 2. CTENEHb, MEpa

to a certain extent g0 HEKOTOPOM CTEIICHU
IIpoBepbTe, KaK BHI 3aTIOMHHJIN CJI0OBA.

(1 —10) in an effort to get a reliable unit; the performance of a device; to predict the
achievement; exceedingly high resistance

(11 — 20) the goal of creating IC; the speed of response depends; to respond at a rate of a
few million times a second; capacitors are difficult to shrink; the microscopic dimensions of new
circuits; the point of discussion; the performance benefit resulting from microelectronics

(21 — 30) close coupling of computer conductors; the power consumption is of designer
concern; the shortcoming of the device

(31 — 40) difficulty of manufacturing of switching systems; to assemble circuit modules;
the impetus to new studies; to lead to similarity; the advent of a new concept; to mount devices
on a substrate

(41 — 50) to provide a new manufacturing technique; to involve changes; the transistor is
a two-junction Jevice; the term refers to the material; base regions on each chip

(51 — 67) the third electrode called the gate; in the common mode of operations
3apnannsa kK OCHOBHOMY TEKCTY.

1.17. VYcruo mnepeBenure BrTopyto uacTh (II) OcHOBHOro Tekcra; o0o00muTe ee
CoJIepKaHNe Ha PYCCKOM WJIM aHTITHHCKOM SI3BIKE.

1.18. Haiinure B OCHOBHOM TEKCTE AHTJIHMICKNAE SKBUBAJICHTHI CIEIYIOUINX PEYEBBIX
OTPE3KOB:

1. yBenMYMBaTh HAJIC)KHOCTD AJICKTPOHHBIX TPUOOPOB; 2. 10 M300pETEHHs TPAH3UCTOPA;
3. HM3KMH pacxox dHepruu; 4. yMEHBIICHHWE PACCTOSHHUS MEXAYy ODIEMEHTaMH CXEMBbI; 5.
XapaKTEPUCTHKHU JJIEKTPOHHBIX CHUCTEM YJIyYIIMJIMNCh BO MHOTO pa3; 6. TOsBICHHE
MHUKPODJIEKTPOHHBIX CXEM; 7. MUKPOAJIEKTPOHHBIE IPHOOPHI COCTOAT U3

1.19. Usnoxure KpaTko cojaepkaHue OCHOBHOTO TEKCTa Ha AaHTJIHMHCKOM SI3BIKE.
OcnoBHas Tema coobmenus: Electronics began with the development of the transistors.
Ucnonp3yiiTe cneayromuye Kiumie:

1. The evolution of (integrated circuits) must begin with the development of...; 2. In the
broad sense (an integrated circuit) is a combination of...; 3. As (chip density) increases ...; 4. The
(circuit density) begins ...; 5. It appears that (the process) ...; 6. In summary, (the integrated
circuit) offers ...

IIpoBepbTe, CMOXKeETE JIH BbI EPEBECTH.

1.20. [TepeBenuTe cieayromye ONpeIeTUTEIbHBIC OJIOKH CYIIECTBUTEIBHOTO:

1. computer-aided design; 2. intensive efforts; 3. several key developments; 4. low power
consumption; 5. entirely solid-state components; 6. small-scale integrated circuits; 7. complete
arithmetic and logic unit; 8. modern scientific and business computers; 9. commercially
produced microelectronic devices; 10. metal-oxide semiconductor field-effect transistor
technology; 11. a steady quantitative evolution; 12. an attainable response; 13. entirely new
handling; 14. ever-growing number; 15. performance benefit; 16. dimensional tolerance; 17.
fineline lithography; 18. plasma-etching process; 19. materials research; 20. defect-free silicon;
21. reflection mode; 22. ever low cost; 23. much larger market; 24. widening range of
applications

1.21. BreisgBuTe oOmnpenenuTeNbHbIe OJOKHM CYIIECTBUTENb-HBIX. Omnpenenure HxX
CTPYKTYpY U (QyHKIHIO B IpeuiokeHun. [lepeBeaure npeasnoxxeHue, omyckas onpeaeaeHusl.

1. With the invention of the transistor all essential circuit] functions could be carried out
inside solid bodies. 2. Plasma etch-ing results in large increase in etch rate. 3. The process is a
chemi-cal vapour reaction conducted under reduced pressure conditions. 4. The electrical
resistance of a metal wire is a disruption of the orderly movement of electrons by interactions
with the atomic structure of the material.



Yuurtech YNTATH U EPEBOAUTD.

Texer 1.3. IlepeBeauTe TEKCT MUCBMEHHO CO ciioBapem, | oOparias BHUMaHUE Ha
nepeBoJ raaroyioB implies embraces, come U cymecTBUTENbHBIX body, art

It should first be made clear what the term "microelectronics" implies. Microelectronics
embraces the entire body of the electronic art which is connected with, or applied to, the
realization of electronic circuits, subsystems, or the entire systems from extremely small
electronic devices. The terms "microelectronics" and "integrated circuits" are sometimes used
interchangeably, but | this is not correct.

Microelectronics is a name for extremely small electronic i components and circuit
assemblies, made by thin-film, thick-film or semiconductor techniques.

An integrated circuit (IC) is a special kind of microelectronics. It is a circuit that has been
fabricated as an inseparable assembly of electronic elements in a single structure. It cannot be
divided without destroying its intended electronic function. Thus, ICs come under the general
category of microelectronics, but all microelectronic units are not necessarily ICs.

Texer 1.4. [IpounTaiiTe TEKCT; HaliAUTE B HEM WH(POPMAIIHIO O CYIIHOCTH MHTETPATBHOM
anekTpoHukU. OO000IMTEe NMPOYNTAHHOE B BHJE AHHOTAIIMM HA aHTIMUCKOM s3bIke. Cxemy
AQHHOTAIIMU CM. TIOCTIE TEKCTA.

Integrated Electronics

Integrated electronics is a field so new and so fast changing that many interested people
have difficulty keeping up with its day-to-day developments. There is even some confusion con
cerning what integrated electronics is and what its significance is for the development of science
and technology.

The essence of integrated electronics is batch (maprtus; rpymma) processing. Instead of
making, protecting, testing and assembling individual (or discrete) components one at a time,
large groupings of these components together with their interconnections are made now, all at a
time. The resulting new entity, or "integrated component”, therefore, is an assemblage of old-
style components interconnected into circuits, networks, or even subsystems. Hence, for a given
system function the number of separate components have been greatly reduced, while system
capability has been greatly increased.

Integrated electronics will develop further. First, the efforts are being made to get more
and more circuit functions on slice of silicon which means cramming (pa3memnienue) even more
circuit elements into still smaller areas. Second, integrated electronics will move not only
towards more functions per slice, but toward new types of functions.

Pexomenyemast cxema aHHOTAIIUH:

1. The author examines... ; 2. He considers...; 3. Details are given of...; 4. The
consequence of the development is...; 5. In the future...

MATEPUAJIBI JIUISA PABOTBI B AYAUTOPUHA
(BAHSATHE BTOPOE)
IIpoBepbTe AoMalIHee 3a/1aHUe.

1.22. OTBeThTE pa3BEPHYTO HA CJIEIYIONINE BOMIPOCHI:

1. What were the most important facts for the development of electronics?
microelectronics? 2. Why could not early transistors satisfy the needs of the growing high-speed
computers industry and microwave communication systems? 3. What is the major difference
between electronic systems and microelectronic devices?

1.23. BoeruieHuTe onpeaenuTeabHble OJIOKH, ONPEAETnTe UX (QYHKIUIO B MPEATIOKCHUN;
IpeI0KeHHEe IepeBEIHUTE.

For a very large chip with extremely small geometries, the time delay associated with
interconnections could become an appreciable portion of the total time delay, and hence the
circuit performance could no longer be decided by the device performance.

Yuurtech YNTATH U MEPEBOAUTD.

Texcr 1.5. Ilpountaiite Tekct. CocTaBbTe€ NMPOTHO3 COAEP)KAHMUSA TEKCTa HA OCHOBE

KJTIOYEBBIX cJIOB. O3ariaBbTe TEKCT.




[IpounTaiiTe TEKCT emie pa3 ¥ COCTaBbTE €r0 aHHOTALMIO Ha aHTJIMICKOM s3bIke. Cxema
AQHHOTAIINU:

1. This review briefly surveys developments in the field of...; 2. It shows the advantages
and disadvantages of...; 3. An attempt is made to deal with...; 4. Actually, the structure of the
components permits...

The potential of integrated circuits is so wide that in addition to replacing similar discrete
component circuits they are responsi- ble for creating a completely new technology of circuit
design.

There are two basic approaches to modern microelectron-ics — monolithic integrated
circuits and film circuits.

In monolithic ICs all circuit elements, active and passive, are simultaneously formed in a
single small wafer of silicon. The ele- ments are interconnected by metallic stripes deposited
onto the oxidized surface of the silicon wafer.

Monolithic IC technology is an extension of the diffused pla- nar process. Active
elements (transistors and diodes) and passive elements (resistors and capacitors) are formed in
the silicon slice by diffusing impurities into selected regions to modify electrical characteristics,
and where necessary to form p-n junctions. The various elements are designed so that all can be
formed simultaneously by the same sequence of diffusions.

Film circuits are made by forming the passive electronic component and metallic
interconnections on the surface of an insulation substrate. Then the active semiconductor devices
are added, usually in discrete wafer form. There are two types of film circuits, thin film and thick
film.

In thin film circuits the passive components and interconnection wiring are formed on
glass or ceramic substrates, using evaporation. techniques. The active components (transistors
and diodes) are fabricated as separate semiconductor wafers and assembled into the circuit.

Thick film circuits are prepared in a similar manner except that the passive components
and wiring are formed by silk-screen techniques on ceramic substrates.

There can be many instances where the microelectronic circuit may combine more than
one of these approaches in a single structure, using a combination of techniques.

In multichip circuits the electronic components for a circuit are formed in two or more
silicon wafers (chips). The chips are mounted side by side on a common header. Some
interconnections are included on each chip, and the circuit is completed by wiring the chips
together with small diameter gold wire.

Hybrid IC's are combinations of monolithic and film techniques. Active components are
formed in a wafer of silicon using the planar process, and the passive components and
interconnection wiring pattern formed on the surface of silicon oxide which covers the wafer,
using evaporation techniques,

Tekcr 1.6. [IpounTaiite Texct. Hanmummre ero kpaTkoe coliepaHue, UCIO0JIb3ys MOJIETb:

1. The paper attempts to provide ...

2. ... are discussed briefly.

3. They include ...

4. The conclusion is as follows...

Integrated Circuit Development

Three factors have contributed to the rapid development growth in the number of circuit
elements per chip.

One factor is improvement in techniques for growing large single crystals of pure silicon.
By increasing the diameter of the wafers —the discs of silicon on which chips are manufactured
— more chips can be made at one time, reducing the unit cost.

Moreover, the quality of the material has also been unproved, reducing the number of
defects per wafer. This has the effect of increasing the maximum practical size of a chip because
it reduces the probability that a defect will be found within a given area. The chip size for large-
scale integrated circuits has grown from less than 10.000 square mils (thousandths of an inch) to




70.000.

A second factor is improvement in optical lithography, the process whereby all the
patterns that make up a circuit are ultimately transferred to the surface of the silicon. By
developing optical systems capable of resolving finer structures, the size of a typical transistor,
as measured by the gate length, has been reduced from a few thousandths of an inch in 1965 to
two microns today.

Finally refinements in circuit structure that make more efficient use of silicon area have
led to a hundredfold increase in the density of transistors on the chip.

Texer 1.7. [lepeBenure TeKCT MUCbMEHHO 0€3 CiI0Bapsl. 3HaYEHMSI BbIICJICHHbBIX CJIOB BbI
CMOJKETe MOHATh U3 KOHTeKcTa. Bpems nepeBona - 10 MuHyT.

Electronic Devices

The invention of the transistor triggered the rapid growth of the electronics industry.
Before transistors, electronic circuits were large, bulky and unreliable. They consumed
considerable power (energy) and therefore generated too much heat, which contributed to the
deterioration of other circuit parfs and materials, such as resistors, capacitors and insulation.
With transistors, circuits became much smaller, more efficient in the use of energy, and far more
reliable. The higher reliability of the transistor circuits compared to vacuum tube equivalents is
an extremely important advantage.

The techniques used to manufacture transistors led to the development that made it
possible to mass-produce very small and highly reliable electronics circuits commonly known as
integrated circuits (ICs). ICs have diodes, transistors, resistors and all inter- connecting leads
formed on a single piece of semiconductor mate-

Texcr 1.8. [lepeBeaure TekcT NUCHMEHHO cO ciaoBapeM. | Bpems nepesoga —15 MuHyT.

The Future of ICs

When assessing the future course of ICs, it is customary to project another order of
magnitude in circuit performance through a continuing reduction in the feature size of the
devices on chip.

However, at our current level of IC development we must face several pragmatic barriers
that will require some degree of research creativity to overcome. For example, the chip
complexity is extrapolated to 100,000,000 transistors per chip and beyond.

However, the latest models indicate that the power level of next-generation devices will
be on the order of 10 mW. Thus, a chip of this extrapolated complexity with these devices would
require 1000 watts of input power and a packaging system capable of dissipating such power.
Since these small devices would operate at reduced supply voltages, the 1000 watts of input
power would require currents on the order of 200 amperes and perhaps greater on a chip that
should be less than one square inch in area. This set of conditions would apply only to a high-
duty cycle and high-performance design and points out that important complexity/performance
trade-offs must occur.

Conductors that are compatible with the device geometries must carry current densities
much greater than the allowable limits defined by electromigration effects, resulting in a low
reliability.

OmnpegenuTe KOHTEKCTYyaabHOE 3HAYEeHHE BbIIEJEeHHBIX CJI0B.

1.24. TlepeBenute, oOpamias BHUMaHUE Ha KOHTEKCTYalIbHOE 3HAYCHHE BBIJIEICHHBIX
cioB pattern, poin, involve 1. Optical lithography has been the leading integrated circuit pattern
defining technique for many years. 2. In the narrow sense, pattern recognition means the
classification of a given unknown pattern into a number of standard classes. In broad sense,
pattern recognition means scene analysis. 3. Electron beam changes physical characteristics of
exposed resistor so that after chemical etching pattern is left on clear substrate. 4. Finished
substrate may contain 10,000 mask patterns. 5. The amount of work done is moving one
coulomb of electricity from one point to another is a measure of the potential difference between
these two points. 6. The principles involve preparing detailed plans and careful monitoring. 7.
The circuitry and software involved can be standardized. 8. Plasma etching involves the use of a




glow discharge. 9. This work has involved the contributions of many people.
MATEPHAJIBI VI CAMOCTOSATEJIBHOM BHEAYIUTOPHOM PAEOTHI
(ITOCJIE BTOPOI'O 3AHATHS)

Y4yurech YUTATH.

Texer 1.9. [Ipounraiite TekcT. KpaTko H310KHUTE €ro cCOAEpKaHUE Ha PYCCKOM SI3bIKE.
O3ariaBbTe TEKCT.

As more ways are found to jam circuitry onto silicon chips, a new barrier to smaller and
faster computers is emerging. The plastic or ceramic package that carries electrical signals on
wires in and out of the chip is still bulky—sometimes 20 times as big as the chip.

One solution, promoted by National Semiconductor Cooperation and others, is tape
automated bonding. Instead of the wires and prongs (mTeips) now used to connect chips,
connections are etched into copper foil. These connections are five times closer together than the
prongs are. IBM has tried abandoning chip packages altogether, connecting the chips directly to
a surface containing multiple levels of wiring.

Y4yurech rOBOPUTE.

1.25. [loaTBepauTe WM OMPOBEPTHUTE IIPOTHO3BI O Pa3BUTUU MEKTpoHUKHU Ha 80 - 90-¢
roJibl, BRICKa3aHHbBIE crienuanuctaMu B 70-e roapl. Micnonb3yiiTe Cleayonfe BhIpaXeHus:

1. As far as [ know... 2. To my knowledge... 3. For all I know... 4. Intensive efforts have
been devoted to... 5. The efforts continue in the direction of... 6. It appears that the (process)
will... 7. To sum up...

1. Further developments in thick and thin film circuits will extend the range of values
achievable using deposition and evaporation techniques, although some applications may still
require "pellet" type components. 2. Hybride microwave devices will decrease in importance as
true microwave integrated circuits become more economical. 3. The use of an electron beam
instead of a light beam in the photographic process will result in integrated circuits with vastly
increased numbers of functions per chip. 4. Materials other than silicon will be used, and other
phenomena and structures besides junction barriers formed byp and n impurities can be
considered.

1.26.1. [laiiTe ompeneneHue THUIOB HHTErpalibHBIX cxeM; 2. OOcyaure mnpodiiemMbl
UCTIONB30BAaHMUSI MOJTYHNPOBOMHUKOB; 3. OOcymuTe NpenMylIecTBA MHKPOIIEKTPOHHUKH; 4.
Pacckaxure 00 371€KTPOHHBIX KOMIIOHEHTAX, UCIIOJIb3Ys CTPYKTYPHO-JIOTUYECKYIO CXEMY:

L. Electronic elements |

resistors,
capacitors,
relays,

printed boards,
swilches,
dynamics, elc.

transistors,
diodes,
oploelectronic
elements,

power transistors,
reclificrs

semiconductor
devices

discrete semi-
conductor devices

Monolithic IC

memory

microprocessors %
devices

Puc.1

O3HaKOMbTeCh ¢ TEPMHHOJIOTHEH.

1.27. [lepeBeauTe cienyromuye TEPMUHBL. 3aIOMHUTE UX:

Chip: array chip; face-down chip; base chip; bipolar chip; component chip; gate array
chip; dense chip; fast chip; master chip; math chip; chip-carrier

Gate: discrete gate; insulated gate; intrinsic gate; transistor gate; two-input gate; diode-
transistor-logic gate

Junction: back-to-back junction; blocking junction; intrinsic-extrinsic junction; isolation
junction



PA3JIEJI BTOPOM

OcHoBHoI1 TekeT: Semiconducting Materials Engineering Progress.

I'pammaTuyeckue siBjenus: Tumbl jieBoro ompenerneHus. CrocoObl WX BBISABICHUS U
nepeBoja. [lepeBon cioB one(s), that, those.

Jlekcuueckne siBjenusi: KoHTekcTyallbHOE 3HAa4YeHHWE CIIOB maintain, turn. [lepeBon
cioB ¢ npeduxcamu sub-, super-, over-, under-, semi-.

MATEPHUAIJIBI 1J151 PABOTHI B AYJIUTOPUH
(BAHSITHUE ITEPBOE)
IIpoBephTe, 3HAETE JIH BbI CJEAYIOININE CJIOBA.

1) accompany v, focus v, area n, approximation n, associate v, effect n, portion n, total a,
dominate v, limit v, variety n, emit v, operate v, start v, patent v, uniformity n, composition #u,
oxide n, oxygenn, form v, minority n, ingradient a, fabrication n, defect n

2) reduction n, size n, resistance n, tremendous a, scale n, performance n, cause v,
dimension n, goal n, available a, property n, research n, propose v, apply v, provide v, yield n,
occur v, selectivee, serve v, achieve v, efforts n, remain v, introduce v, require v, improve v,
follow v, develop v
OsHakoMbTeCh ¢ TepMUHAMH OCHOBHOIO TEKCTA.

1. feature size — pa3zmep dneMeHTa

2. time delay — BpeMeHHas 3a7epiKKa

3. net effect — unctoril 3pPext

4. intrinsic semiconductor - COOCTBEHHBIN TOTYTTPOBOIHUK

5. band gap - mupuHa 3anpeneHHON 30HbI

OCHOBHOI1 TEKCT

1. IlepeBenute mnepByto uyacth (I) OcHOBHOro TEKCTa B ayJUTOPUU YCTHO TOJ
PYKOBOJICTBOM TIPETIOIABATEIIS.

2. IIpocmotpure Bropyto uyacte (II) OcHOBHOro TeKCTa M KpaTKO HU3JIOXKUTE €€
COZIepPKaHHE TTO-PYCCKHU.

SEMICONDUCTING MATERIALS ENGINEERING PROGRESS

I. In microelectronics, the steady reduction of IC feature' sizes, accompanied by high
current densities and increasing demands on electrical performance, has focused the attention of
technologists on newer materials which exhibit® characteristics such as low contact resistance,
reduced vulnerability’ to electromigration, and processibiliry” at low temperatures.

Over the years, the device size has been reduced tremendously. Improvements available’
in materials technology have allowed integration of more and more devices on the same chip,
resulting in increased area. According to the theory of scaling, the smaller dimensions of a MOS
transistor should enhance® its speed. As a first-order approximation, therefore, this should
proportionally increase the circuit speed. Indeed, for smaller circuits it does happen. However,
for large circuits, the time delays’ associated with the interconnections can play a significant®
role in determining’ the performance of the circuit.

As the minimum feature size is made smaller, the area of cross section of the
interconnection also reduces. At the same time a higher integration level'® allows the chip area to
increase, causing the lengths of the interconnections to increase. The net'' effect of this "scaling
of interconnections” is reflected into an appreciable'? RC time delay. For a very large chip with
extremely small geometries, the time delay associated with interconnections could become an
appreciable portion of the total time delay, and hence the circuit performance could no longer be
decided by device performance.

Thus, as the chip area is increased and other device-related"” dimensions are decreased
the interconnection time delay becomes significant compared to the device time delay and
dominates the chip performance. These are dominant factors limiting device performance.

Performance is the obvious goal of VLSI; reliability is a more subtle'* one. Therefore,



new materials are required for VLSI interconnections.

The design' of any machine or a device has always been limited by the materials
available. The problem in question was that materials could be designed and tailored'® for any
new structures.

Semiconductors are used in a wide variety of solid-state devices including transistors,
integrated circuits, diodes, photodiodes and light-emitting diodes.

Several elements in and around group IV of the Periodic Table show intrinsic'’
semiconductor properties but of these Ge and Si (and to a lesser extent Se) alone have shown
chemical and electrical properties suitable'® for electronic devices operating near room
temperature.

Germanium and silicon were the first semiconductor materials in common'’ use.

A great contribution®® to the study of semiconductor physics has been made by the
prominent Soviet scientist A.F.Yoffe. It was in 1930 when Academician A.Yoffe and his co-
workers started a systematic research in the field of semiconductors.

The diffusion theory of rectification”’ on the boundary of the two semiconductors was
elaborated by B.[.Davydov, a Soviet physicist, in 1938. Experimental support of his theory was
of great importance in the investigation of processes occurring in p-n junctions.

Right after World War II, physicists John Bardeen, Walter Brattain and William
Shockley, and many other scientists, turned™ full time to semiconductor research. Research was
centered on the two simplest semiconductors — germanium and silicon.

Experiments lead to new theories. For example, William Shockley proposed an idea for a
semiconductor amplifier™ that would critically test the theory. The actual device had far less
amplification than predicted. John Bardeen suggested a revision theory that would explain why
the device would not work and why previous experiments had not been accurately foretold by
older theories. In new experiments designed to test the new theory they discovered an entirely
new physical phenomenon — the transistor effect. In 1948 W.Shockley patented the junction
transistor. Junction transistors are essentially solid-state devices having three layers of
alternately” negative or positive type semiconductor material.

The early history of modern semiconductor technology can be traced”® to December 1947
when J.Bardeen and W.H.Brattain observed transistor action through point contacts applied to
poly-crystalline germanium. Germanium has become the material in common use. It was realized
that transistor action occurred within the single grains®’ of polycrystalline material.

G.K.Teal originally recognized®™ the immense” importance of single-crystal
semiconductor materials as well as for providing the physical realization of the junction
transistor. Teal reasoned in 1949, that polycrystalline germanium's uncontrolled resistances and
electronic traps®’ would affect’ transistor operations in uncontrolled ways. Additionally,* he
reasoned that polycrystalline material would provide inconsistent product yields and thus be
costly. He was the first to define chemical purity,”* high degree of crystal perfection® and
uniformity of structure as well as controlled chemical composition (i.e. donor or acceptor’
concentration) of the single-crystal material as an essential foundation for semiconductor
products.

The next decade witnessed’’ an ingermanium and the "universal" semiconductor
material, silicon. Silicon gradually gained® favour over germanium as the "universal"
semiconductor material.

Silicon is to the electronics revolution what steel was to the Industrial Revolution.

I1. Silicon has been the backbone (ocHoBa) of the semiconductor industry since the
inception of commercial®® transistors and other solid-state devices.

The dominant role of silicon as a material for microelectronic circuits is attributable*” in
large part to the properties of its oxide. Silicon dioxide is a clear glass with a softening*' point
higher than 1,400 degrees C. If a wafer* of silicon is heated in an atmosphere of oxygen or water
vapour,* a film of silicon oxide forms on its surface. The film considered is hard and durable**
and adheres® well. It makes an excellent insulator. The silicon dioxide is particularly important



in the fabrication of integrated circuits because it can act as a mask*® for selective introduction of
dopants.”’

Silicon's larger band®™ gap®™ permitted®® device operation at higher temperatures
(important for power devices) and thermal oxidation of silicon produced a non-water-soluble
stable oxide (as compared to germanium's oxide) suitable for passing p -n junctions, serving as
an "impermeable’’ diffusion mask" for common dopants, and as insulator coating’ for conductor
overlayers.™

Oxygen concentration present influences many silicon wafer properties, such as wafer
strength, resistance to thermal warping (ckauok), minority carrier lifetime and instability in
resistivity.

The presence of oxygen contributes to both beneficial and detrimental®® effects. The
detrimental effects can be reduced if the oxygen is maintained™ at less than 38 ppms. Thus, the
oxygen range’® of the wafer present should be controlled. The results achieved with silicon are
great.

However, although the silicon wafer clearly is a fundamental ingradient in the fabrication
of an integrated circuit, the silicon materials specification’ may not be critical element in
developing a successful new IC product strategy. If silicon material is to remain the
semiconductor device material for the next ten years efforts must continue to reduce
crystallographic defects, grown-up impurities introduced during device fabrication.

Large-scale integration (LSI) of devices has put great demands on electronic-grade
single-crystal material. The semiconductor industry now requires high purity and minimum
point-defects concentration in silicon in order to improve the component yield per silicon wafer.
These requirements have become increasingly stringent™® as the technology changes from large-
scale integration (LSI) to very large-scale integration (VLSI) and very high speed integrated
circuits (VHSIC).

The yield (or circuit performance) of a device and the intrinsic and extrinsic materials
properties of silicon are interdependent. The silicon wafer substrate must be practically defect-
free when the active device density may be as high as 10° to 10° per chip.

To increase further the speed of semiconductor devices requires not only refinements in
present designs and fabrication techniques, but also new materials that are inherently® superior
to materials presently being used, like germanium and silicon. New material under consideration
is gallium arsenide.

Gallium arsenide has a much higher electron mobility than germanium and silicon. The
opportunities®' present are as follows: it is potentially much faster; it has a larger band gap,
permitting operation at higher temperatures; it is chemically and mechanically stable. Mobilities
in this high-purity gallium arsenide are about twice those of germanium and four times those of
silicon.

The potential of high-purity gallium arsenide was first explicit® in a new gallium
arsenide-germanium hetero-junction diode. The hetero-junction device has a potential for much
faster switching than conventional® p-n junction diodes. Its calculated switching time is on the
order of a few picoseconds (trillions of a second).

However, the difficulty of producing gallium arsenide of sufficient® purity has limited its
application.

Yet, gallium arsenide is far from the end of the story. Any searching for an answer makes
contributions. This is the way of developing better materials and devices.

IIpoBepbTe, KaK BbI 3alIOMHUJIH CJI0BA.

2.1. TlepeBeauTe ciaeayronye cIoBa, UCXOs U3 3HAYCHHA, TPUBEICHHBIX B CKOOKaX:

1. densityn (mmoTHOCTh), dense a; 2. vulnerability n (ys3Bumoctb), vulnerable a; 3.
processibility n (o6pabotka), process v; 4. interconnection n (B3auMOCBs3b), connect v; 5.
suitable a (mpuromHseIii), suit v; 6. contribution n (Bkiazm), contribute v; 7. rectification n
(Bemmpsimiienue), rectify v; 8. amplification n (ycunenue), amplify v; 9. layer n (cnoit), lay v; 10.
alternately adv (mome pemenno), alter v; 11. perfection n (coBepreHcTBoBanue), perfect v; 12.



purity n (aucrora), pure a; 13. commercial a (mMeronmiicss B mpoaxe), commerce n

2.2. [lepeBeaute CleAyIONINE CIIOBA, UCXO/IS U3 3HAYCHUS X aHTOHUMOB:

1. unstable a (stable a - ycroituuBsii); 2. unconventional a (conventional a - OOBIYHBIN);
3. unlimited a (limited a — orpanuuenHslii); 4. uncontrolled a (controlled a—ymnpaBnsemsrii); 5.
unsuitable a (suitable a — moaxomsmwii); 6. uncommon a (common 0 —o0bIYHEIH); 7. unlike a
(like a—mono6HsIit); 8. impossible a (possible a —Bo3MoxHBI); 9. imperfect a (perfect a —
uneanbHblid); 10. impurity n (purity n —umcrora); 11. immobilityw (mobility n —
MTOIBMYKHOCTB)

2.3. OnpenenuTe 3HaYEHUS AaHTJIMHCKUX CJIOB, UCXOJIS U3 KOHTEKCTA!

1. HOBBIe MaTepuasbl, KoTOpble exhibit npyrue xapakTepUCTHKH; 2. Y€M MEHBIIC
dimension mpoBomHUKa, TeM Oombire; 3. HabOmromaercst delay mo BpemeHw; 4. 3TH SBJICHHUSA
associated with c siBneHustMHu IpoBOIMMOCTH; 5. Oonee Bricokui level unTerpanum; 6. to develop
MaTepuai JUIsl HOBBIX CXeM; 7. TIOJIYHNpOBOJHHKH 00JamaloT suitable cBoiicTBamMu Uis
JJIEKTPOHHBIX MpHUOOpoB; §. ObUI caenaH contribution B MOXyHPOBOJHUKOBYIO (M3UKY; 9.
IPOIIECCHl OCCUITing B TIONYIPOBOJHHUKAX, MOKa3bIBAIOT; 10. MCTOpUS pasBUTUS MOXET OBITH
traced, HaunHas ¢ 1947 roxa; 11. mocrenenno kpeMHuuii gained favour Hag repmMaHueM.

2.4. [lepeBeanTe TIaroibl, HCXOI U3 3HAYCHUI COOTBETCTBYIONIUX CYIIECTBUTEILHBIX:

1. delay v (delay n —3anepsxkka); 2. level v (level n — ypoBens); 3. feature v (feature n
— XapakrepucTuka); 4. turn v (turn n — moBoport); 5. trace v (trace n — cuen); 6. reason v
(reason n — pa3zyM; IpUYHHA)

2.5. [lepeBenure cneayronrue ciaoa. OOpaTuTe BHUMaHUE HA 3HAYCHUS MPe(UKCOB sub-
—TII0JI, HIXKE, Super-, over-— CBepX, BhIlIe, under- — BBIIIE U S€Mi- — IOJTy:

sub-: subdivision n, substructure n, subcommittee n

super-: superheat n, superstructure n, supernatural a, super-fast a

over-: overgrow v, overwork v, overheat v

under-: underproduce v, undergrow v, undercoat v, undercutting n

semi-: semiconductor n, semicircle n, semiannual a

OO6cynure copepKaHue TEKCTaA.

2.6. Ilpocmorpute Tekcr eme pa3 (I ugacts). OTBeTbTe Ha BOMPOCHI, HCHOIB3YS
nH(}OpMAITHIO TEKCTA.

1. What would you say about the steady reduction of IC feature sizes? 2. What has
allowed the integration of more and more devices on the same chip? 3. What does higher
integration level allow? 4. What are the dominant factors limiting device performance? 5. What
limits the design of any machine? 6. Who has made a great contribution to the study of
semiconductor physics? 7. What would you say about polycrystalline materials? 8. What is
essential foundation for semiconductor products?

2.7. O600muTe uMH(MOPMAIMIO, TAHHYIO B TEKCTe. PacCKakuTe, YTO Bbl Y3HAIU O
MOJTYIIPOBOJHUKAX; 00 YUYCHBIX, pabOTAIONIMX B OOJACTH IMOJYIPOBOAHUKOBBIX MAaTEpPHAIIOB; O
KPEMHUHU U TePMaHUH.

2.8. ITpocmoTpuTte BTOopyto yacTh (I1) Tekcta. CooOmuTe, 4TO BB Y3HAIU O:

1. dominant role of silicon as a material; 2. silicon dioxide; 3. a film of silicon; 4. a non-
water soluble oxide; 5. presence of oxygen in silicon; 6. silicon wafer; 7. point-defects
concentrations; 8. gallium arsenide
IIpoBepbTe, yMeeTe JIM BbI IEPEBOAUTH ONpeleuTeIbHbIe 0JI0KM YKa3aHHbIX THIIOB.

1) brok Tuma N + Vyd/3 form

1. The state of art influenced by the development of ...

2. The prediction followed by the change of the pattern ...

3. The event faced by the designers ...

4. The wire joined completes ...

2) biok Tuma N + Veg3a0rm +pIp

1. The capability relied upon is reached ...

2. The technique referred to in the paper responds ...



3. The benefit called for can be achieved...

4. The array thought of points out that ...

3) brok tuna N + Vi,

1. The concept to be referred to evolves ...

2. The point to be reached exceeds...

3. The mode to be considered stems from...

4. The reliability to be achieved reaches ...

4) brok Tuma A + enough + Vy,

1. The impetus strong enough to give rise to...

2. The shift large enough to be considered...

3. The vehicle heavy enough to handle...

4. The shrink small enough not to be considered...

5) bnok Tuna Num + (N) +A

1. The shrink 5 cm long is marked ...

2. The unit 4 m high...

3. The film .1 mm thick...

6) bBiiok tTuma N +A tuma available

1. Improvement available is...

2. Performance necessary can...

3. Chip area present is ...

4. Technology similar to the previous one is ...

5. The shift possible is used ...

7) Box Tuma N + in/under + N

1. The prediction in question gives...

2. The event under consideration shows...

3. The vehicle in operation reaches...

4. The pattern in use marks...

5. The chip under development provides ...

8) bitok trma N + Ving (+ N%)

1. The wire linking the ends was ...

2. The wire being linked completes ...

3. The benefit predicting the result fits ... The benefit being predicted is...

4. The reliability concerning the device points ... The reliability being concerned stems
from...

9) baok tuma N + Vey/s form

1. The dimension required is responsible for... The dimension required the shift of ...

2. The concept produced fits...

The concept produced an impetus...

3. The response achieved is ... The response achieved the value of...

2.9. Haiinure cymiecTBUTEIBHBIE C JEBBIM omnpenenaecHueM. Onpenenure ux GyHKIHUIO B
NpeITI0KESHUH U TIEPEBEINTE:

1. The high level of control of film thickness and resistivity uniformity required has led
to the study of the kinetics of the deposition. 2. Time delay associated with the interconnection is
dependent on two parameters. 3. The markedly different growth rate observed implies that gas
phase equilibrium is not established.

2.10. HaiimuTe u mepeBeauTe peyeBbIe OTPE3KH, B KOTOPHIX cioBa one(s) u that, those
SIBJISIFOTCS| 3AMECTHTEIISIMU CYIIECTBUTEIBHOTO.

one, ones: 1. one or more units; 2. one more unit; 3. one more advantage; 4. one or more
advantages; 5. one single crystal; 6. one of the benefits; 7. not a static field but a dynamic one; 8.
not a special acceptor but a common one; 8. one may make an effort; 9. one can predict; 10.
complete ones; 11. applicable ones

that, those: 1. is like that of a substrate; 2. is much more than that produced recently, 3. is



lower than that provided by a new technique; 4. are more beneficial than those of new pattern
Y4durech YNTATH.

Tekct 2.1. IIpounTaiite Texct. Ckaxkure, 4To BBI Y3HaIU O silicon, active and passive
elements. [Ipounraiite Tekcrt eme pa3. O3arnaBpre ero. /laHHBIC HMXKE CIIOBA/CIIOBOCOYETAHUS
IIOMOTYT BaM TIOHSTH TEKCT.

1. far from being —naneko ort; 2. at all —Boo0e; 3. abundance — MHOXecTBO

All the components of the circuit must be fabricated in a crystal of silicon or on the
surface of the crystal. Silicon is far from being ideal material for these functions and only modest
values of resistance and capacitance can be achieved. Practical microelectronic inductors cannot
be formed at all. On the other hand, silicon is a material without equal for the fabrication of
transistors, and the abundance of these active components in microelectronic devices more than
compensates for the shortcomings of the passive elements.

Texer 2.2. [lepeBenute TeKkcT nMucbMeHHO Oe3 cioBaps. Bpemsa nepeBoga —10 mMuHyT.
3HaueHHs BBIJCIICHHBIX CIIOB BB CMOXETE IMOHATH U3 KOHTEKCTA.

HBTSs

Most recently research efforts have led to the fabrication of hetero-junction bipolar
transistors (HBTs) based on GaAs and other III-V compounds. These new devices offer the
prospect of obtaining performance features similar to those of Si bipolar transistor translated to
substantially higher frequency.

HBTs have large amounts of current and power gain and millimeter-wave frequencies.

Devices are fabricated on semi-insulating GaAs substrates and maybe monolithically
integrated, together with thin-film resistors and Shottky diodes, using conventional GaAs IC
techniques.

Their current handling capability input voltage dc matching, breakdown voltage, and I/O
noise are potentially better than those for GaAs FETs. Based on these characteristics, HBTs are
expected to have abright future in microwave/millimeter-wave ICs.

MATEPHAJIBI IJISI CAMOCTOSTEJABHOM BHEAYJIUTOPHOM PABOTHI
(ITOCJIE ITEPBOI'O 3AHSATUS)
N3y4yure ciaexyroniue rue3aa cJjioB U CJI0BOCOYETAHUIA.

1. feature n 1. 0COOECHHOCTE; CBOMCTBO; 2. I€TANIb

feature size pazmepsbl 3J€MeHTa

feature v 1. n3o0paxarh, MOKa3bIBaTh; 2. OBITh XapaKTEPHOH YepPTOM

2. exhibit v 1. moka3bIBaTh, MPOSABIATH; 2. SKCIOHUPOBATH

exhibition n 1. moka3; 2. BEICTaBKa

3. vulnerability n ys3BUMOCTb

vulnerable a ysi3BUMBIi

4. processibility n BO3MOXHOCTh 00pabOTKH

processing n 06paboTka

processn 1. mporecc; 2. criocob

process v o0pabaThIBaTh

processor n mporeccop

5. available a 1. JOCTYITHBII; UMEIOIIUKCS B pacTIOpsDKEHUH; 2. (TIPH)TOTHBIN

availability n 1. Hanuuue; 2. IPUTOAHOCTD

6. enhance v NOBHIIATh; YBEINYNBATH; yCUINBATH

7. delay s 1. 3agepxka, mpensaTcTBue; 2. 3aMe/JICHHUE

delay v 1. 3agepxuBath; 2. OTKJIaIbIBATh

8. significant B Ba)KHbIi1; 3HAUUMBII

significance n BaXXHOCTh; 3HaYCHUE

9. determine v 1 omnpenensTh, yCTaHaBIMBaTh, 2. pemIaTh; 3. 3aCTaBlsATh; 4.
OTpaHUYMBAThH

determination n 1. onpeaenenue; peuieHue; 2. yCTaHOBICHUE

10. level n 1. ypoBeHb; 2. mI0cKasi TOpU30HTAIIbHAS IOBEPXHOCTH



level a 1. oguHAKOBBIN; 2. TOPU3OHTATBHBIN

level v BbIpaBHUBATh; YpaBHOBEIIINBATh

11.netn 1. ceTn; 2. cXxeMa, 1I€Tb

network n 1. cxema, 1ens; 2. CETh

12. appreciable ¢ 3aMETHBIH, Oy TUMBIi

appreciate v 1. olleHUBaTh, IICHUTD; 2. pa3TU4ATh

13. related a cBsI3aHHBII; OTHOCSIIHICS

relate v CBA3BIBATH; OTHOCUTHCS

relationship n oTHOmIEHNE

14. subtle a 1. ToHkuii; 2. OCTPHIiL; 3, HCKYCHBII

15. design n 1. mpoekT, miaH; 2. KOHCTPYKIIUS, pa3pad0TKa; 3. pUCYHOK, ICKU3; 4. pacuer

design v 1. mpoeKkTUpOBaTh, KOHCTPYUPOBATH; 2. MpeIHA3HAYATD

designer n KOHCTPYKTOp, MPOEKTUPOBIINK

computer-aided design aBToMaTH3UPOBAHHOE MPOCKTHPOBAHHE

block design GouHast KOHCTPYKITUS

fault-tolerant design oTka3oycToHYHBast KOHCTPYKIIHS

geometry design TOMOJIOTHIECKOE MMPOCKTHPOBAHKUE CXEM

on-line circuit design onepaTuBHOE MPOEKTUPOBAHHUE CXEM

option design MpOEKTUPOBAHNE C BEIOOPOM BapHUaHTOB

16. tailor v mpucnocabnuBaTh, MOATOHATh

tailoring n moaroHKa, MOJCTPOIKa

field tailoring moactpoiika momus

17. intrinsic a 1. mpucymuii, CBONCTBCHHBIH; 2. CYIIECTBEHHBIH, BHYTPCHHUH; 3.
cOOCTBEHHBII (00 3NIEKTPOIIPOBOTHUKAX )

extrinsic a mpuMecHBIH (00 3JIEKTPOIPOBOTHUKAX )

18. suitable a 1. mogxoasimuii, COOTBETCTBYIOLINIA; 2. TOAHBIN

suit v 1. y1oBIeTBOPATH TPEOOBAHUAM; 2. COOTBETCTBOBAThH

19. common a 1. o6muii; 2. MpocToi, OOBIKHOBEHHBIN; 3. paclpOCTPaHCHHBIN

in common BMecTe

commonly adv 06sr9HO

20. contribution n 1. Bkmam; 2. coaeiicTBue; ydyactue; 3. COTPYAHHYECTBO; paboTa;
CTaThsl, JOKJIA]

contribute v 1. comeiicTBOBaTh, CIIOCOOCTBOBATh; 2. I€/IaTh

BKJIaJ[; 3. IpUHUMATh Y4acTHe, COTPYIHUYATD

contributor n 1. aBTOp cTaThy; 2. CONEHCTBYIOINIA

21. rectification n 1. BempsiMiieHue; 2. 1€TEKTUPOBAHKE

rectify v 1. BBIIpAMIIATD; 2. I€TEKTUPOBATh

barrier-layer rectification BeIpsiMieHHE HA 00 THEHHOM CJIOE

diode rectification quoHOE ETEKTUPOBAHUE

rectifier n 1. BeIIpSIMUTEINB; 2. IO

tunnel rectifier BBIIPSAMUTENs HA TYHHEIILHOM JHO/IE

22. occur v 1. mpoHMCXOOUTh, ClydaTbCsd; 2. MPUXOAWTH Ha yM; 3. BCTpedaThCs,
MOTAIAThCS

occurrence n 1. ciyyaid; 2. Hamu4yue; 3. MECTOHAXOXKECHHUE,

pacnpocTpaHeHue; 4. BO3HUKHOBEHUE

failure occurrence BO3HUKHOBEHHE OTKa3a

23. turn v 1. Bpamarbcs; 2. oOpamarbces, mpubderaTh; 3. COCPEAOTOUYNBATE, HAPABIIATH;
4. IpUBOJUTH B KaKOe-JI. COCTOSTHHE

turn n 1. moBOpOT; 2. U3MEHEHUE; 3. OYEPETHOCTD

in turn o ovepeau

24. amplifier n ycunurens

bulk-effect amplifier ycunurens Ha ocHOBe 00BeMHOTO Y dexTa



charge-transfer amplifier ycunurens na 1113

off-chip amplifier HaBecHOI1 (BHEIIHHIT) yCUIUTEND

on-chip amplifier ycunurens Ha OTHOM KpUCTAJIE C IPYTOH CXEMO

sample-and-hold amplifier ycunurens BEIOOpKH U XpaHEHUS

sense amplifier ycunurenb CUUTHIBAHUS

amplify v ycunuBaTh; yBenTu4uBaTh

25. alternately adv monepemeHHO

alternate a 1. uepenyromuiics; 2. Apyroi

alter v uepe1oBaTh; N3MEHSATHCS

alternating B mepeMeHHbIN

26. trace v 1. mpociexxuBaTh; 2. MPOBOJAUTH NUHUIO; 3. OTHOCUTH K; OTHOCUTH HA CUET

trace n 1. cien; 2. HE3HAYUTENEHOE KOTUYECTBO

traceability:  batch traceability =~ BO3MOXHOCTP  KOHTPOJS  MOCICAOBATCIHLHOCTH
TEXHOJIOTHYECKOH 00pabOTKU MapTuH (TTACTHH)

27. grain n KpUCTaJLT; TpaHyJa; 3epHO

grain v TpaHyJIupoBaTh

columnar grain 3epHO HIUHIPHYECKON (OPMBI

28. recognize v 1. y3HaBaTh; 2. IpU3HABATh

recognizable a Morymuii ObITH Y3HaHHBIM

recognition n 1. y3HaBaHuUe; ONO3HABaHUE; 2. TPUIHAHHUE

29. immense B 1. orpoMHBIi; 2. HEOOBATHBII

immensely adv o4eHb, Ype3BbIYAIHO

30. reason v 1. 00Cy»KIaTh; pacCyKaarTh; 2. pe3OMHUPOBATH

reason n NpUYMHA; OCHOBAHUE

reasonable B yMEpEHHBIH; IPUEMIIEMBII

31. trap n 0ByIIKa; LEHTpP 3axXBaTa

carrier-trap IIEHTp 3axBaTa HOCUTEIICH

electron trap 3JeKTpOHHAs JOBYIIKA, LIEHTP 3aXBaTa AJIEKTPOHOB

trap v 3aXBaTbIBaTh

32. affect v oxa3pIBaTh BINSHUE, BO3IEHCTBOBATh

affected a HapyIIeHHBIH, TOBPEXKICHHBII

33. additionally adv nornomHUTEIBHO

additional a qomOMHUTENBHBII

addition n 1. fomonHeHUe; 2. CIOKEHUE

in addition to 1. mOMOTHUTETHHO, KPOME TOTO

addv npubaBnsATh; TOMOIHITH

34. purity n yuctora; 6€CIpUMECHOCTh

impurity n nmpuMech

pure a YMCThIN, OeCIIPUMECHBIH

purely adv HCKTIOYMTENBHO; MMOTHOCTHIO; COBEPIIICHHO, BITOJTHE

purify v ounmmare

35. perfection n 1. 3aBepIIeHHOCTh, 3aKOHYEHHOCTD; 2. COBEPIIICHCTBO

perfect a 1. 3akOHYCHHBIN; 2. UACATBHBIN

perfect v 1. 3akaHuMBaTh; 2. COBEPIIICHCTBOBATH

perfectly adv coBepmienHO

36. acceptor n 1. akuenrtop; 2. akiienTopHasi IpUMeCh

accept v 1. npuHUMaTh; 2. JOMyCKaTh; COTJaIIaThCs

acceptable B mpremMIIeMblii; TOTTY CTUMBIN

37. witness v 1. ObITh cBUETENIEM; 2. CBUACTCILCTBOBATh

38. gain v 1. mony4ath; IpruoOpeTaTh; 2. yBEIUIUBATHLCS; 3. H3BIEKATH MOJIb3Y

gain n 1. yBenuyeHue, NpupocT; 2. NpuObLIb; 3. BEIMTPHINT; 4. K03a(UIIMEHT YCUICHUS

collector-to-base current gain K03 GUIMEHT YCUIICHUSI TPAaH3UCTOPA MO TOKY B CXEME C



OOLINM 3MUTTEPOM

current gain ycuJeHHe 10 TOKY

logic gain Harpy3o4Hast crtocoOHOCTB Jormueckoi MC

speed gain BBIUTPHIII B OBICTPOACHCTBUH

39. commercial a 1. ToproBuIii; 2. BEITOAHBIN; 3. UMEIOIIHIICS HA PHIHKE

commerce n TOProBJIsl

40. attributable B mpu4acTHBIN; XapaKTEPHBIHI

attribute n cBOICTBO, XapaKTepHbBIN MPU3HAK, YEPTa

attribute v OTHOCHTB; IPUITHCHIBATH

41. soften v pa3msardarb

soft a 1. Markuii; 2. KOBKUM; THOKHI

software n MaTemaruueckoe obecneuenue 9BM

42. wafer n 1. momynpoBOAHUKOBAs TUIACTHHA;, 2. IJIACTHMHKA; IUIaTa; MOIJIOXKKa; 3.
kpuctami, UC

bipolar wafer /i rutacTrHa ¢ GUITONISAPHBIMU HHTETPATEHBIMU CTPYKTYpaMH

building-block wafer n/m nmnactuna ¢ chopMUpOBaHHBIMU KOHCTPYKTUBHBIMU OJIOKaMHU

customed wafer n/m macTrHa ¢ 6a30BBIMH KPUCTAJIIAMHU

etch-separated wafer /o mnactuna, pa3aensemas Ha KpUCTaJIax METOJIOM TPaBJICHUS

flat-wafer mmacTuHa ¢ MIOCKOMApaUIEIHHBIMH TOBEPXHOCTSAMHU

process development wafer TecroBas IIaCTHHA, TNpPUMEHseMas IpH pa3paboTKe
TEXHOJIOTHYECKOTO TpoIecca

wafering n pe3ka n/m CIUTKOB Ha MJIACTHHBI

wafertrack n aBromarmsmpoBaHHas cucTemMa OOpaOOTKM T/ TUTACTHH, YTpaBlisieMas
MHUKPOIPOLIECCOPOM

43. vapour n nap, napbl

dopant vapour napsl Jierupyrouiei npuMecu

vaporization n ucnapenue; napoodpasoBanue

44. durable a 1. mpouHsbIit; 2. TITUTENBHBIN, JOITOBPEMEHHBIN

durability n 1. mpo4HOCTB; 2. MPOAQIKHUTEIBHOCTD, CPOK CITY>KOBI

duration n MpoIOJKUTEALHOCTh

45. adhere v 1. npununare; 2. npuaep>KUBATHCS YETro-JI.

adherence n 1. coennHeHNe, CLENICHHE; 2. COOIIONEHNE

adhesion n npunUanue, CrerieHue

adhesive n 1. ke, agre3us; 2. aare3us

46. mask n goTomabioH, Macka; MACKUPYIOLIHHA CII0M

mask v MacKkupoBaTh

deposition mask mab6non 11 hopMHpOBaHUS METAITU3ALUH

doping mask ma6mon Ay popmMupoBaHuUs JETUPOBAHHBIX 00JIaCTEH

evaporation mask mMacka JijIsl HaIbUICHUS

exposure mask 1. ¢poTomadmoH; 2. GOTOPE3UCTHBIN MACKUPYIOIIUN CIOU

in situ mask nokanpHast Macka

master mask sTasoHHbI opuruHan goromradbioHa

metal-on-glass mask merannuzupoBanHslil GpoTonradioH

moving mask cBoOoHast Macka

overlaid mask macka Ha 11/ TUTaCTHHE

production mask pabouuii madaoH

self-aligned mask camocoBmenieHHBIH 111a0I0H

maskant n Marepuan as GOpMUPOBAHUS MACKHPYIOMIETO CIIOS

47. dopant n nerupyromas npumech; TupPy3ant

donor dopant noHOpHAas MpUMeCh

implanted dopant HOHHOMMIUTAaHTHpYEMasi TPUMECH

impurity dopant Jierupytomasi mpuMech



spin-on dopant mpuMech, HaHOCHMAasi Ha TIOBEPXHOCTh I1/TI

doped a nerupoBaHHBIN

doper n ycTaHOBKa JIsl JIESTUPOBAHUS

dope v nerupoBaTh

doping n nerupoBaHue

48. band n 1. moytoca yacToT; 2. J€HTa, TEChMa

49. gap n 1. mpoMexXyTOK, HHTEpBaI; 2. TpoOe, MPOMyCK; 3. pa3phIB, 3a30p

band gap 3anpenieHHas 30Ha

direct gap 3anpernieHHast 30Ha ¢ TPSIMBIMH TIEPEX0aMHU

graded band gap niaBHO U3MEHSIIOIIASICS 3aMpelIeHHAast 30Ha

mask gap 3a30p Mexy GOoTOmadIIOHOM U TI/TT TUIACTHHON

proximity gap MHKpO3a30p

50. permit v MO3BOJISATE; pa3pemaTh

permission n pa3pernieHue

permissible a pa3penaemMslii, 10Ty CTHMBII

51. impermeable a HempoHUIIAEMBIi

permeate v IpoOHUKaTh

52. coating n 1. mokpsITHE, CIOM; 2. HAHECEHUE TTOKPBHITHUA

dip coating HaHECeHHE TIOKPBITHSI METOJIOM TOTPY>KEHUS

53. overlayer n mokpsiTHe, BEpXHUI CIOM

layer n ci0i, TIacT; TUICHKA

lay v 1. k1acTh, IOMOKUTE; 2. U3Narathk, GoOpMyJINPOBATE; 3. COCTABIATH IJIaH

barrier layer 3anuparomuii cioi

buried layer ckpbITHI# crioit

cap layer repMeTH3UPYIOIIMIA CITOM

evaporated layer HanbUIEHHBIH CIOU

host layer ucxonHsIit croii

multiple layer MHOTOCITTOITHAS TITIEHKA

registered layers coBMeIIeHHBIE CIIOH

sandwiched layers ciou TpexcioiiHOW CTPYKTYPbI

supported semiconductor layer n/m cioii Ha MOIOKKE

layout n Tomonorus; pa3padoTKa TOIMOJIOTHN

54. detrimental a BpeHbIN, HeXeNaTEIbHBIN

detriment n Bpex

55. maintain v 1. moamepXuBaTh, COXpaHATH; 2. OOCIYKHBaTh, 3. MPOJOIDKATh; 4.
YTBEPKIATh

maintenance n 1. yxon, peMOHT; 2. moaaepxKa; 3. 00cayKUBaHUE

56. range n 1. psaa; uemp; 2. 00JacTh pacHpOCTpaHECHHS; 3. Mpenen, Auana3oH; 4.
HPOTSHKEHHOCTh

range v 1. xmaccudunupoBaTh; 2. KosebaTbcs B Tpeaenax; 3.  TSIHYTHCS,
pactpocTpaHsAThCS

57. specification n 1. cenmudukanus, FHCTpYKIHs; 2. TOAPOOHOCTH

specify v 1. TouHO onpenensTh; 2. 1aBaTh CICIHPUKAIIUIO

specific a 1. xapakTepHbIi; 2. TOUYHBIN; 3. yICTbHBII

58. stringent a cTporaii, TOUHBIHA

59. refinement n 1. ycoBepiieHCTBOBaHHUE; 2. OUYUCTKA

refine v 1. coBepIIeHCTBOBATE; 2. OYHIATh

refined a ounmeHHbIN

60. inherently adv mo cymiecTBy; 1o CBO€# nmpupoe

inherent a mpuCyuii, CBONCTBEHHBII

inherit v yHacnenoBarth

61. opportunity n BO3MOKHOCTh



62. explicit a: to be explicit 311. ICHO IPOSBUTHCS

63. conventional a 1. oOmeNnpUHSTHIN; 2. CTAHIAPTHBIN; 3. OOBIUHBIIHA

64. sufficient a mocTaToYHBII

sufficiently adv goctaTouHo
IIpoBepbTe, KaK BHI 3aTIOMHHJIN CJI0OBA.

(1 -10) the feature of the gate; a feature size; to exhibit the pattern; to exhibit the
performance; vulnerability to the response; to process the data; the arrangement of the processor;
the availability of chips; to enhance the speed; time delay, a significant prediction; to determine
the capability; the level of development

(11 — 20) the net effect; to appreciate the feature; an appreciable extension; to contribute
efforts; an arrangement suitable for the purpose; a mode in common use; a contribution to the
processing

(21 — 30) to concern the events occurred; to turn full time to research; to amplify the
sensitivity; to trace the operation

(31 - 40) to affect the response rate; to add some points; to achieve the metal purity, the
perfection of the rectification; to witness the event; to gain similarity, to be attributable to the
emergency

(41 — 50) a durable mark; to act as a mask; to permit the size shrink

(51 - 64) an insulator coating of a conductor; to predict detrimental effect; to refer to a
conventional state; sufficient purity
3aganus K OCHOBHOMY TEKCTY.

2.11. C uenbto npoBepku noHuManus nepBoit yactu (I) OcHOBHOTO TekcTa:

1. Haiinure B TEKCTE aHTTTUHCKUE SKBUBAJICHTHI CJICTIYIOIINX PEUEBBIX OTPE3KOK

1. mocrosiHHOe yMeHblieHue pasmepoB MC; 2. HOBbIe MaTepwaibl HMCIOT TaKHUe
XapaKTePUCTHKH, KaK; 3. YCOBEPIICHCTBOBAHMS, IOCTHTHYThIE B TEXHOJOTHH; 4. pa3Mmepsl
TPAH3UCTOPA; 5. 3aJICPXKKH 110 BpEMEHH, CBSA3aHHBIE C; 6. OTPE/ICIICHUE XapaKTEPUCTUK CXEMBI; 7.
0oiiee BBICOKMH YPOBEHb HHTETPAIlMM ITO3BOJIAECT YBEJIWYMUTH; §. JOBOJBHO 3HAYUTEIbHAS
3aJiepKKa 10 BpeMEHHU; 9. KOHCTPYKITUs J1r000ro ycrpoiicTBa; 10. GoybIIoi BKIIaI B U3yYCHHE,
11. uccaenoBanue MpoOIECCOB, MPOUCXOMSMINX B p-T mepexonax; 12. upes3BblyaifHasi BaXKHOCTb
MOJYTIPOBOTHUKOBBIX ~ MaTepHalioB; 13. TOCBATWIM BCE CBOE BpEMsl HCCIICIOBAHUIO
NOJyIPOBOJIHUKOB; 14. ONpeieanTh XUMUYECKYIO YUUCTOTY

2. 3anummMTe KpaTko ¢ MOMOIIBIO aHITMHCKUX TJIaroJoB-CKa3yeMbIX COAEPKaHUE TTEPBOU
yactu, HanpuMmep: has focused attention on new materials; have allowed integration of more
devices on the same chip, etc.

3. Kparko M3/I0)KuTe Ha QHIVIMHACKOM S3BIKE COJCpXKAHWE TEPBOW YaCTH, HUCHOJIb3YS
CJICAYIONIHE BBIPAKCHUS:

1. Extensive effort has been devoted to the design of...; 2. The effort continues in the
direction of...; 3. It is expected that....

2.12. Yerno nepeBeaute BTopyto yacth (I1) OcHoBHOTO TEKCTA.

2.13. ITucbMEHHO B BHJI€ AaHHOTALIMHU HM3JI0KUTE MO-PYCCKU COJEP’KAHUE BTOPOU YACTH
(II) OcHOBHOTO TEKCTA.

2.14. Uznoxute kpatko coaepkaHue (OCHOBHOTO TEKCTa Ha AaHIVIMHCKOM A3bIKE.
Hcnons3yiite cnenyromuye KInme:

1. The review surveys ...; 2. Advances are described ...; 3. There is no reason to believe
...; 4. The conclusion of the study is as follows...

IIpoBepbTe, CMOKETE JTU BbI EPEBECTH.

2.15. TlepeBenuTte, yuuTHIBasi OCOOCHHOCTH MEPEBO/IA TPABBIX OMPEICICHHIMA:

1) 1. complex electronic systems to be installed; 2. new materials to exhibit proper
characteristics; 3. dimensions of a MOS transistor to enhance the speed; 4. materials to be
tailored for new structures are

2) 1. chips designed for use in military electronic systems are; 2. a semiconductor
amplifier proposed by W.Shockley was patented; 3. transistor action occurring within a single



grain of polycrystalline material shows; 4. transistor operation affected by electronic trap has; 5.
chemical purity influenced by the degree of crystal perfection provides; 6. uniformity of structure
relied upon depends; 7. a wafer of silicon spoken about is heated

3) 1. fundamental factors influencing resistor performance are; 2. a material having a
negative temperature coefficient is used; 3. copper wire containing the oxide layers is; 4. a
complete circuit typically consisting of 10 to 20 transistors causes

4) 1. the way of developing materials; 2. an attempt of using impurities; 3. the variety of
handling the wafer; 4. the capability of amplifying the current

5) 1. contributions capable to improve are; 2. new chips commercially available are; 3.
oxygen concentration influences; 4. insulator coating suitable in the case is

6) 1. the detrimental effects in question can be reduced; 2. a mask under consideration is
attributable to the properties; 3. conventional p-n diodes in operation offer; 4. the purity in
existence makes

2.16. IlepeBenuTe, onpeneuB 3HAYCHHUS CIIOB ONe, ONes, OMUPasich Ha KOHTEKCT.

1. One of the problems has been solved with the help of electronics in space
communication. 2. Electronics is not a static field of study, but a dynamic one. 3. One should
know gallium arsenide has a much higher electron mobility than germanium and silicon.
Yyurtech YNTATH U NEPEBOAUTD.

Texer 2.3. IIpounTtaiite TekcT. KpaTko pacckakuTe Mo-pyccKH WIM IO-aHTJIMHCKU O
HEJIOCTAaTKaX U MPEUMYIIECTBAX UCIIOIb30BAHUS apCCHHIA TaJIITHSL.

Semiconductors as Materials

A semiconductor is a material having a resistivity in the range between conductors and
insulators and having a negative temperature coefficient. The conductivity increases not only
with temperature but is also affected very considerably by the presence of impurities in the
crystal lattice.

Types of semiconductor material commonly used are ele- ments falling into group IV of
the Periodic Table, such as silicon or germanium. The donor and acceptor impurities are group V
and group III elements, respectively, differing in valency by only one electron.

Certain compounds such as gallium arsenide (Symbol: GaAs) which has a total of eight
valence electrons, also make excellent semiconductors.

GaAs is a direct-gap HI-V semiconductor that has a relatively large band gap and high
carrier mobility. The relatively high carrier mobility allows the semiconductor to be used for
high-speed applications and because of the large energy gap it has a high resistivity that allows
easier isolation between different areas of the crystal. The conduction band is a two-state
conduction band; some electrons therefore are "hot" electrons, i.e. they have small effective mass
and higher velocity, this resulting in the Gunn effect.

GaAs is difficult to work since diffusion of impurities into the material is extremely
difficult. Epitaxy, or ion implantation must therefore be used to produce areas of different
conductivity type. The main uses for gallium arsenide have been as microwave devices, such as
Gunn diodes or IMPATT diodes, but lately it has been used as a MESFET (a GaAs junction
field-effect transistor) for high speed logic circuits.

Texcr 2.4. Ilpocmorpute TekcT. CpaBHUTE MaHHYIO HH(pOpManuio ¢ HHpopManuen
Tekcta 2.3. Kakas HOBas uH(popmanms cooOmaeTcsi B JAHHOM TeKCTe? 3HA4YCHUS BBIICICHHBIX
CJIOB BBl CMOXKETE TIOHSTh U3 KOHTEKCTA.

Speedier Semiconductor Chips

The ongoing microelectronics revolution was ushered in some 30 years ago by the
introduction of silicon-based semiconductor chips. The circuits speeds in some advanced
computer equipment are now approaching the theoretical Emits of silicon, and for many years
scientists have been experimenting with faster-working alternative materials. Harris Microwave
Semiconductor, of Milpitas, Calif., recently introduced two digital integrated circuits made from
one exotic alternative to silicon: gallium arsenide.

Electronic chips made from gallium arsenide have been available in the past, but usually




only on a prototype basis. The new Harris chips, both of which are designed for use in
sophisticated telecommunication equipment and military electronic systems are the first
commercially available off-the-shelf gallium-arsenide IC chips. The manufacturer says they
work five tunes faster than the speediest of today's silicon-based counterparts.

MATEPHUAJIBI AJI51 PABOTBI B AYUTOPUN

(BAHSITHUE BTOPOE)

IIpoBepbTe TOMAaNIHEe 3aaHHE.

2.17. OTBeThTE Ha CIENYIOLIUE BOIIPOCHI:

1. What new possibilities did the advent of the transistor open? 2. What are
semiconductors? What are the mam properties of the semiconductors? 3. What is the operation
of a semiconductor based on? 4. What are donors? What are acceptors? 5. What makes silicon an
indispensable material in microelectronics? 6. What are attractive characteristics of GaAs? In
what way can it compete with germanium? with silicon?

2.18. Uznoxwure conepkanne OCHOBHOTO TEKCTa B BHUJE aHHOTaluu. lcmonb3yiiTe
CJICIYIONIHE CIIOBA M CIIOBOCOYCTAHHUS:

1.... have been developed; 2.... make it possible (to do) ...; 3.... has allowed the further
reduction ...; 4.... the need was clearly evident for...; 5.... are discussed...

2.19. Ha3oBHWTe CHHOHHMMBI CIICAYIOIIMX CJIOB (BbL MOXeTe HaWTH uxX B OCHOBHOM
TEKCTE):

1) 1. show, present v, 2. unsafe, weak a, 3. increase, intensify v, 4. keep back, slow v, 5.
connect, relate v, 6. understand, recognize v, 7. invent, create v, 8. give, supply v, 9. happen, take
place v

2) 1. take, receive v, 2. influence v, 3. grow, increase v, 4. allow v, 5. cover v, 6. support,
keep in condition v, 7. dean, purify v

2.20. IlepeBenure npeIOKEHHs.  YUUTBIBATE OCOOCHHOCTH IIE€pPEBOJA IPaBBIX
ONIPEICIICHUN:

1. From the information available in the literature, CMOS chip under consideration
demands substantial design efforts. 2. Time delays associated with interconnections made of
different materials have been considered. 3. The proper choice of the material within the
constraints (orpanuuenue) placed by the fabrication technology existing can result in
minimization of the RC delay time. 4. The area occupied by a MOS transistor can be made
smaller by shortening its channel width and length leading to a faster device. 5. Smaller
dimensions, larger chip size, and circuit innovations in question all contribute to the progress of
integration and the generation of a larger number of components on a single chip. 6. The long
distance line voltage drop will increase with scaling mentioned above. 7. Polysilicon to be used
meets all of the requirements addressed above.

Yuurtech YNTATh U NEPEBOAUTD.

Tekcer 2.5. [IpounTaiite Tekct. CkakuTe, 9TO B HEM TOBOPUTCSA O: a) junction transistor;
0) integration. O3ariaBbTe TEKCT.

The Erst transistor developed was the junction transistor. Nearly all transistors today are
classed as junction transistors.

Through the years there were developed new types of junction transistors that performed
better and were easier to construct. When first introduced the junction transistor was not called
that; it was the "cat's whisker" used in the first radia receivers in the 1920s. Shockley and his
crew resurrected (Bo3poauth) it, a mere imposing name sounded much more scientific. The
junction transistor of 1948 was further modernized in 1951, with the development of the "grown"
transistor. The technology for manufacturing transistors steadily improved until, in 1959, the first
integrated circuit was produced — the first circuit-on-a-chip.

The integrated circuit constituted another major step in the growth of computer
technology. Until 1959 the fundamental logical components of digital computers were the
individual electrical switches, first in the form of relays, then vacuum tubes, then transistors.

In the vacuum tubes and relay stages, additional discrete components such as resistors,



inductors and capacitors were required in order to make the whole system work. These
components were about the same size as packaged transistors. Integrated circuit technology
permitted the elimination of some of these components and "integration" of most of the others on
the same chip of semiconductor that contains the transistor. Thus the basic logic element—the
switch, or "flip-flop", which required two separate transistors and some resistors and capacitors
in the early 1950s, could be packaged into a single small unit in 1960. That unit was half the size
of a pea.

The chip was a crucial (Baxusiif) development in the accelerating pace of computer
technology. With integrated circuit technology, it became possible to jam (31. pa3memniaTs) more
and more elements into a single chip. Entire assemblies of parts could be manufactured in the
same time that it previously took to make a single part. Clearly, the cost of providing a particular
computing function decreased proportionally. As the number of components on an integrated
circuit grew from a few to hundreds, then thousands, the term for the chip changed to
microcircuit.

Teker 2.6. [lepeBenure TeKCT yCTHO Oe3 cioBaps. 3HAUYCHHS BBIICIEHHBIX CJIOB BBI
CMOJKETE MOHATh U3 KOHTEKCTA.

The two elements we can now concentrate on, as by far the most important
semiconductors, are silicon and germanium. Silicon is one of the most plentifiil elements in the
world, but occurs in chemical compound such as sand (silica), from which it is difficult to extract
pure silicon. The element can be isolated by the reduction of silica in an arc furnace. It then
contains small quantities of calcium, iron, aluminium, boron and phosphorus as principle
impurities. Alternatively, silicon can be prepared by the pyrplytic reduction of silicon
tetrachloride and in this way the material can be obtained free from analytically detectable
quantities of boron and phosphorus.

Germanium is comparatively rare but it is rather easier to refine. It should perhaps be
mentioned that the list of semiconductors given is not confined to elements; increasing attention
is being paid to semiconductor compounds such as indium antimonide and other compounds of
group III with group V elements.

Texcr 2.7. [lepeBeaure TEKCT HUCBMEHHO CO ciaoBapeM. Bpemst nepeBosna —15 MUHYT.

GaAs MESFETSs Research

More than 40 years have passed since the bipolar transistor was invented by Shockley in
1948. Bipolar technology has highly matured today, and the structure of Si bipolar transistor has
been improved almost to its physical limits. The upper frequency limit of its practical application
is considered to be 4 GHz regardless of advances in technology.

In 1966, C.A.Mead demonstrated the possibility of a transistor with a very high cut-off
frequency employing a GaAs field effect transistor with a Schottky barrier gate. Since then,
GaAs MESFET research and development efforts have been made in many laboratories around
the world. The main purpose of the development of GaAs MESFET is to obtain three-terminal
microwave semiconductor devices which can be used to develop microwave amplifiers to
replace the parametric low noise amplifiers and the travelling wave tube power amplifiers.

In the last several years, GaAs MESFETs have made remarkable progress in both low
noise GaAs MESFET amplifiers, resulting in a substantial reduction in the cost of microwave
communication systems. High power GaAs MESFETs replaced some TWTs, guaranteeing a
much longer lifetime and a smaller size than the TWT.

Texer 2.8. Ilpounraiite TekcT. Kakyio HOBYyI0 HMH(POpPMALUIO BBl y3HAIU 00
UCTIONIb30BAaHNH MaTepraoB? 3HaUE€HHS BBIJICIICHHBIX CIOB BBl CMOYKETE IIOHATH M3 KOHTEKCTA.

Materials for Multilayer Interconnections

As device dimensions are becoming increasingly smaller severe requirements are being
imposed on the electrode material. The basic demand is conductivity because it can substantially
improve the resistances and delay times of the electrical interconnections lines used for VLIC
structures.

Historically, metals like aluminum and gold have been used in bipolar and MOS IC's.




With the advent of silicon-gate MOS technology, polysilicon has been extensively used to form
gate electrodes and interconnections. Refractory metals such as tungsten

(W), molybdenum (Mo), titanium (Ti), and tantalum (Ta) and their silicides are receiving
increased attention as a replacement/compliment of polysilicon.

Silicides of W, Mo and Ta have reasonably good compatibility with the IC fabrication
technology. They have fairly high conductivity, they can withstand all of the chemicals normally
encountered during the fabrication process.

OnpenenuTre KOHTEKCTyalbHOE 3HAYE€HHE BbIIEJEeHHBIX CJI0B.

2.21. IlepeBeaute, oOpaiias BHUMaHHE HAa KOHTEKCTYaJbHOE 3HAUCHUE BBLIEICHHBIX
CJIOB:

1) 1. Aluminum is the most problematic material to be used for metallization in
maintaining contact stability. 2. A lower resistivity is required for maintaining circuit
performance. 3. Use of this self-test technique greatly simplifies field maintenance. 4. For
storage and retrieval of data in the bubble-memory use is made of a group of registers and
counters for accurately maintaining the position of data. 5. Any system must be designed to
require less maintenance. 6. Preventive maintenance is necessary.

2) 1. This entails turning one of the file processors into an input/output unit. 2. Today,
plants depend on carbon dioxide and water to survive. In turn, they produce organic matter. 3.
Water can turn to a solid. 4. Let us now turn to ceramics. 5. At the turn of the 18th century
nobody knew of semiconductors.

3) 1. Sometimes the performance of the circuits can suffer from technological
advancement. 2. The systematic approach can anticipate the problems that will arise in future
VLSI. 3. The average wire length can be estimated by a very useful statistical formula.
IIpoBepbTe, 3HaeTe JIM BbI CJIEAYIOIINE TEPMHHBI.

2.22. Ha3zoBute naHHBIE TEPMUHBI IO-AHTJMHCKU. Bbl MoOXkeTe HallTWM 3TM TEpPMUHBI B
OCHOBHOM TEKCTE:

1. MHTETpaJIbHBINA YCUIINTENb, YCUITATEh CYUTHIBAHUS, TOTYIPOBOHUKOBBIH yCHIUTEb,
yeunurtenb Ha [I3C; 2. kieiikoe MOKPBITHE, MPOBOJAIIECE IMOKPHITHE, HAHECEHUE MOKPBITHUS
METOZOM TIOTPY>KEHHsI, TOKpPHITUE, HAHECEHHOE HAambUICHUEM, CBS3YIOUIMA mojacio; 3.
NPOCKTHPOBAHUE KPUCTAIUIA, OJIOYHAST KOHCTPYKIIHSI, TIPOCKTUPOBAHUE CXEMBI, TOMOJIOTHYECKOE
IPOCKTHPOBAHUE, ONEPATUBHOE MPOECKTUPOBAHUE CXEM, IPOEKTUPOBAHHE C BHIOOPOM cxeM; 4.
aKIENTOpHAsl TPUMECh,  JIETUPYIOUIas TpPHUMECh, NPUMECh, HAHOCHUMas Ha IOBEPXHOCTH
HOJYIIPOBOJIHUKA; 5. YCHJIGHHE [0 TOKY, MHBEPCHBIH KOA(PQPHUIMEHT yCHIICHHS, Harpy304Has
criocoOHOCTh jormdeckoit UC, HO MHHAIBHBIA KOI(PPUIMEHT yCWiIeHHs; 6. 3a30p MEXIy
KOHTAaKTaMH, IIMPHHA 3alpelieHHON 30HBI, 3alpelieHHas 30Ha C TMPSAMBIMU IE€PEXOJaMH,
MHKPO3a30p, 3alUpAOUIMNA CIIOW, T€PMETH3UPYIOMIMM CJIOM, CJIOM, CTOMKHI K TpaBJICHUIO,
HaIBJICHHBIM CJIOM, NCXOIHBIN CJI0H, MHOI'OCIIOMHA IIJIEHKA
Y4yurech TOBOPUTE.

Texcr 2.9. [IpounTaiiTe TEKCT U KpPaTKO H3JIOKUTE €r0 COACpNKAHUE HAa AHTIIUMICKOM
sa3bIke. VICTIONIb3yiTE CIIeIYIONINE BhIPAKEHHUS:

1. As you can see from the title the text is devoted to...; 2. The problem arose...; 3.
According to the text...; 4. Experiments paved the way to ...; 5. Experiments proved ...; 6.
Research has shown that...; 7.1 find the text rather/very...; 8. I've learnt a lot...

Made in Space

Numerous experiments carried out at the Soviet orbital stations have paved the way to the
development of methods and means of industrial production in space.

In recent years active research has been going on in one of the fields of space
industrialization —space material study and production of new materials of better quality on
board the spacecraft, ranging from semiconductors for microelectronics to unique and more
efficient medicines for the treatment of quite a number of diseases (0one3Hb).

Conditions on board a space vehicle orbiting the earth drastically differ from those on its
surface. However, all of these conditions can be simulated on Earth, except for one — prolonged




weightlessness.

What can weightlessness be used for? Many well-known physical processes proceed
differently due to absence of weight. In case of melts of metals, glasses, or semiconductors, they
can be cooled down to the solidification point even in space and then brought back to Earth.
Such materials will possess quite unusual properties.

There is no gravitation convection, i.e. movements of gases or liquids caused by
difference of temperature in space. Manufacturers of semiconductors know only too well that
convection is to blame for the various faults in semiconductors. The technical specialists started
their experiments aimed at proving the advantages of the zero-g state for the production of
certain materials. In the Soviet Union all orbital stations from Salyut 5 onwards were used for
that purpose, as well as automatic space probes and high-altitude rockets. Since 1976, over 600
technological experiments have been staged in the Soviet Union on board its manned and
unmanned space vehicles. An impressive number of similar experiments have also been carried
out by scientists in other countries.

The experiments proved that scientists were right. Many of the properties of the materials
obtained in the zero-g conditions were much better pronounced as compared with those of the
specimens produced on Earth.

At the same time, test runs of the installations of the next generation developed for the
small-scale industrial production in space have started. One such installation, Korund, has
already been tested successfully on board the Salyut station. It has been designed to grow
monocrystalline semiconductors possessing unique properties.

In order to launch full-scale industrial production of monocrystalline semiconductors,
bioactive preparations and other substances it is not enough just to commission new-generation
technology installations. Special space vehicles will also be needed. Research has shown that the
acceleration rate on board these vehicles must be reduced to the minimum. Power plants of the
capacity of dozens of kw, and later, of hundreds of kw are needed.

2.23. TloaroroBbTE COOOMICHNUS HO CICAYIOLUIMM TEMaM:

1. Intrinsic semiconductor properties. 2. Contributions to the study of semiconductor
physics. 3. Silicon and its dominant role as a material for microelectronic circuits. 4. New
materials and their potentials.

2.24. JlokaxuTe MpaBUILHOCT WM OMIMOOYHOCTh CICAYIONINX CYKICHUM:

1. The silicon dioxide is particularly important in the fabrication of integrated circuits. 2.
Oxygen influences many silicon wafer properties. 3. Gallium arsenide has a much lower electron
mobility than germanium and silicon.

[Ipu noka3arenbCTBE UCTIONB3YHTE CIIEAYIONINE BEIPAKECHUS:

1. That's just the point... I can also add...; 2.1 don't agree with it... The point is that...
MATEPHUAJIBI 11 CAMOCTOSTEJIBHOM BHEAYJIATOPHOW PABOTHI
(ITOCJIE BTOPOI'O 3AHSTUS)

Y4yurech YMTATH.

Teker 2.10. [IpounTaiiTe TEKCT M YKOKHUTE (PAKTOPHI, BIUSIOMINE HA KAYECTBO PE3HCTA.

3HauCHHS BBIJICIICHHBIX CIIOB BBl CMOXKETE IMOHATH M3 KOHTEKCTA.
Photoresists

Photoresists are high-sensitive materials used to generate etched patterns in substrates.
The quality of the etched images depends upon the success of every step in the process, and the
image flaws may be due to resist or nonresist imperfections, or to conditions which underline
resist performance. Some fundamental factors influencing resist performance include adherence
coating thickness, heat treatment, and resist response to various energy sources. Let us start with
adherence.

A strong bond between photoresist and substrate is essential to minimize dimensional
changes during development and undercutting or loss of adherence during etching. The intimate
contact between resist and substrate required for strong adhesion can be inhibited by surface
impurities or resist components. Zones of weakness can be created by surface contaminants such



as dust, oil, absorbed gases (particularly absorbed water), dopant ions, or monolayers of previous
resist coatings. Removal of obvious visible impurities such as grease, fingerprints, or dust can
give an apparently clean surface, but contamination is often insidious (omacusrii) because it is
invisible. Weakly adsorbed layers of tobacco smoke, water vapor, vacuum pump vapors, or
nonstripped resist components may be present, even though difficult to detect. Condensing one's
breath on the surface or placing the wafers on a cold plate can sometimes reveal an adsorbed
pattern on unetched wafers after resist stripping.

Teker 2.11. IlpounraiiTe TEKCT W CHENANTe AHHOTALMIO HA AHTJIMMCKOM SI3BIKE.
Hcnonb3yiiTe cleyomme Kiume:

1. ... deals with; 2. ... is largely as a result of; 3. ... is discussed; 4. ... offers properties; 5.
to sumup ...

Ceramic-to-Metal Seals

Ceramic-to-metal seals are a natural extension of the state-of-the-art where adverse
temperature, shock and vibration conditions prevail. Alumina ceramics are widely used for high-
performance electronic applications because of their excellent properties and moderate costs.
Beryllia ceramic-to-metal seals are available but generally limited to where high heat transfer is
needed.

The alumina ceramic family offers a combination of desirable properties for ceramic-to-
metal seals:

Electrical — high resistance, low losses, and high dielectric strength.

Mechanical — high compressive, tensile, and flexible strength, high impact strength and
high hardness.

Thermal — intermediate thermal expansion coefficient that enables sealing to many
metals and matching components, good thermal conductivity, good thermal shock resistance, and
good high temperature properties.

Chemical —extremely stable and surface capable of withstanding harsh chemicals and
cleaning procedures.

Tekct 2.12. IlpouwtaiiTe TeKCeT. M3N0XKHTE HA aAHIJIMHCKOM S3bIKE OCHOBHBIE
TpeOOBaHUs, MPeIbIBIIEMbIC K MaTepHalaM.

Materials Requirements

The following are the general requirements for a material for interconnects and contacts:
high electrical conductance, low ohmic contact resistance, electromigration, stable contacts (with
silicon and final metallization), corrosion and oxidation resistance, high temperature stability,
strong adhesion characteristics.

One of the primary considerations is to obtain a material with high electrical conductivity
and low ohmic contact resistance. It should also have good electromigration resistance and be
stable when in contact with silicon and/or oxide and the final metallization.

These parameters must be maintained throughout the high temperatures encountered
during processing; i.e., to maintain their metallurgical integrity. This requires that the melting
point of the materials used be much higher than conventional process temperatures.

2.25. Jlaiite kiaccupuKanuio MICHOYHbIX MaTepraioB. Mcrnonb3yiite cxemy:

[ Film Materials ]
I—rm’//' Icapacili\‘ﬂi I conductive I I active I
Titanium Silicon oxides Aluminium SilicorT '
Rhenium Silicon nitrides Gold Cadmium sulphide
Molybdenum Aluminium oxide Silver CdTe ' ‘
Tantalum Barium titanite Tin Organic semiconductors
Copper
Puc.2

2.26. CpaBHHUTE HECKOJIbKO MaTEpHUaJOB, HUCIOJIb3yEMBIX B MHUKPOAIJIEKTPOHUKE, MO HMX
q)HSI/I‘IeCKI/IM, SJICKTPUYICCKUM, OITUYCCKUM U APYT'UM CBOHCTBaM.



2.27. IloaroroBbTe cXeMy (Ha aHIJIMHCKOM S3bIKE), IMOKa3bIBAIOLIYID CXOACTBO U
pasynyure MaTepuagoB, UCTIOJIb3YEMbIX B MUKPOJIEKTPOHUKE.

PA3JIEJI TPETUIA

OcHoBHoii TekeT: Problems in Microelectronic Circuit Technology.
I'pammatuyeckue siBiaeHus: Tunel ckazyemoro. CriocoObl UX BbISIBIEHMS B TekcTe. Mx
HIepeBOI.
Jlekcuueckne siBiaeHusi: KonrtexcryambHoe 3HaueHue cioB: due, appear, advance.
[TepeBon cnoB ¢ npedukcamu: in-, out-, en-, inter-.
MATEPHUAJIBI 1JIS1 PABOTBI B AYJUTOPUN
(BAHSITHUE IIEPBOE)
IIpoBepbTe, 3HAETE JIM BbI CJIeAYIONINE CJI0BA.
1) insulator n, generate v, region n, protective a, collector n, planar a, regular a, ordinary
a, mobile a, photosensitive a, attack v, base n, formv, fraction n, variety n, thermal a
2) a number of, consider v, bind v, available a, band n, similar a, requirement n, describe
v, lead v, surround v, state n, create v, pass v, passage n, surface n, frequency n, realize v, define
v, select v, software n, apply v, applicable a, yield n, discharge n, dimension n, believe v, layout
n, goal n, precise a, employ v
O3HakoMbTech ¢ TepMHUHAMH OCHOBHOI'O TeKCTA.
1. valence band — BanenTHas 30Ha, CBI3b
. conducting band — 30Ha MPOBOANUMOCTHU
. delay time — BpeMs 3aepKKU
. photosensitive compound — (oTouyBCTBUTENbHBIN MaTepual
. coated wafer — yerupoBaHHas IOIOKKA
. thermal warping — TepMokoie0aHusl, CKAaUKH
. minority carrier lifetime — Bpems >KM3HIU HEOCHOBHBIX HOCUTEJEH
. reactive gas plasma technology - mna3mMeHHas TEXHO-JIOTHS
. epitaxial growth — snuTakcHambHBIN POCT, BRIPAIIMBAHNE
10. yield per slice — BBIXOI TOAHBIX Ha MOJTIOKKY
11. crystal pulling equipment —ycTaHOBKa 1715l BRITSTUBAHUS KpUCTAJLIA
12. thermal reduction — TepMHUYECKOEe BOCCTAaHOBICHUE
13. chemical-vapour deposition — BbIpanuBaHuie KpUcTauia B mapodase
14. fine-line lithography — ouens TouHas nuTorpadus
15. fine-line resolution — BBICOKOTOUYHAsS pa3penIaroniasi ClioCOOHOCTh

O 0O L B~ W

OCHOBHOM TEKCT

1. TlepeBemure mepByro yacth (I) Tekcra B ayauTOpUU YCTHO TOJ PYKOBOJICTBOM
Iperno/iaBaTers.

2. Berno npouwnraiite BTOpyto yacth (II) TekcTa u KpaTKo U3JI0KHUTE €ro COACPIKaHUE Ha
PYCCKOM si3BIKE.

PROBLEMS IN MICROELECTRONIC CIRCUIT TECHNOLOGY

I. The manufacture of silicon microcircuits consists of a number of carefully controlled
processes, all of which have to be performed to well-defined specifications.

Processing a "wafer" of silicon, a substrate on which the microelectronic circuits are
made, is not a simple technological process.

In order to understand how transistors and other circuit elements can be made from
silicon, it is necessary to consider the physical nature of semiconductor materials.

In a conductor current is known to be carried by electrons that are free to flow through
the lattice' of the substance.’

In an insulator all the electrons are tightly® bound to atoms or molecules and hence’ none
are available to serve as a carrier of electric charge.

The situation in a semiconductor is intermediate’ between the two: free charge carriers



are not ordinarily present, but they can be generated with a modest expenditure® of energy.

Semiconductors are similar to insulators in that they have their lower bands completely
filled.” The semiconductor will conduct if more than a certain voltage is applied. At voltages in
excess of this critical voltage, the electrons are raised from the top® of the band 1 (the valence
band) to the bottom’ of band 2 (the conducting band). Below'® this critical voltage, the
semiconductor material acts as an insulator. Semiconductors such as that described above are
called intrinsic semiconductors — they are pure materials (for example silicon or germanium). It
should be noted that a crystal of pure silicon is a poor'' conductor of electricity. Thus,"
conductivity poses'® a problem.

Several other requirements are imposed on materials. The basic demand appears to be
conductivity because it can substantially improve' the resistance and delay times for VLSI. The
improvement of conductivity has been made in several ways. Most semiconductor devices are
known to be made by introducing controlled numbers of impurity atoms into a crystal, the
process called doping.

Two independent lines of development are considered to lead to microscopic technique
that produced the present integrated circuits. One involves the semiconductor technology; the
other is a film technology.

Let us consider the former~ one first. To impreve the semiconductor crystal the
impurities known as dopants are added to the silicon to produce a special type of conductivity,
characterized by either positive (p-type) charge carriers or negative (n-type) ones. The dopants
are diffused'® into semiconductor crystals at high temperature. In the furnace the crystals are
surrounded by vapour containing atoms of the desired dopant. These atoms enter the crystal by
substituting'’ for the semiconductor atoms at regular sites'® in the crystal lattice and move into
the interior' of the crystal by jumping from one site to an adjacent® vacancy.”'

Silicon crystals may be doped with different elements. Suppose silicon is doped with
boron. Each atom inserted™ in the silicon lattice creates a deficiency” of one electron, a state
that is called a hole. A hole also remains associated with an impurity atom under ordinary
circumstances®* but can become mobile in response to an applied voltage. The hole is not a real
particle, of course, but merely” the absence of an electron at a position where one would be
found in a pure lattice of silicon atoms. Nevertheless*® the hole has a positive electric charge and
can carry electric current. The hole moves through the lattice in much the same way that the
bubble’” moves through a liquid medium. An adjacent atom transfers”™ an electron to the
impurity atom, "filling" the hole there but creating a new one in its own cloud of electrons; the
process is then repeated, so that the hole is passed along from atom to atom.

Silicon doped with phosphorus or another pentavalent element is called an n-type
semiconductor. Doping with boron or another trivalent element gives rise to ap-type
semiconductor.

Impurities may be introduced by the diffusion process. At each diffusion step®’ in which
n -type or p-type regions are to be created in certain areas, the adjacent areas are protected>’ by
surface layer of silicon dioxide, which effectively blocks the passage of impurity atoms. This
protective layer is created very simply by exposing’' the silicon wafer at high temperature to an
oxidizing atmosphere. The silicon dioxide is then etched’ away in conformity with a sequence™
of masks that accurately delineates™ multiplicity35 of n-type and p-type regions.

To define the microscopic regions that are exposed to diffusion in various stages®® of the
process, extremely precise’’ photolithographic procedures® have been developed. The surface of
the silicon dioxide is coated with a photosensitive organic compound that polymerizes wherever
it is struck by ultraviolet radiation and that can be dissolved®® and washed away everywhere else.
By the use of a high-resolution photographic mask the desired configurations can thus be
transferred to the coated wafer. In areas where the mask prevents* the ultraviolet radiation from
reaching the organic coating the coating is removed. An etching acid*' can then attack the silicon
dioxide layer and leave the underlying silicon exposed to diffusion.

A transistor can be made by adding a third doped region to a diode so that, for example,
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ap-type region is said to be sandwiched between two n-type regions. One of the n-doped areas is
called the emitter and the other, the collector; the p-region between them is the base.

The transistor described is called an npn transistor. There may be pnp transistors. The
? are likely to denote™® the sequence of doped regions in the silicon.

The first transistor structures were formed by alloying™ or diffusion in bulk® single-
crystal Ge or Si, but with the development of "planar technology" in the early 1960s the
possibility of forming high frequency transistors and integrated circuits using epitaxial
semiconductor films was realized.

The success of silicon in microelectronics is believed to be largely attributed to excellent
properties of SiO; interface™® and ease of thermal oxidation of silicon.

The recent years have seen considerable interest in the subject of oxygen and its
precipitates’ in silicon. It has now been established*® that their presence can have a variety of
effects, harmful® as well as beneficial. Oxygen concentration is known to influence many silicon
wafer properties, such as wafer strength, resistance to thermal warping, minority carrier lifetime,
and instability in resistivity. Oxidation is widely used to create insulating areas. However many
phenomena happen not to be understood at present.

An important aspect of the oxidation process is its low cost. Several hundred wafers can
be oxidized simultaneously in a single operation.

Reactive gas plasma technology is reported to be presently in wide-spread use in the
semiconductor industry. This technology is being applied to the deposition and removal® of
selected materials during the manufacture of semiconductor devices.

Contributing greatly to the manufacturing technique is a unique crystal forming method
known as epitaxial growth.

Epitaxial growth in combination with oxide masking and diffusion has given the device
designer extremely flexible tools®' for making an almost limitless variety of structures.

After 1964 epitaxial growth remains an important technique in semiconductor device
fabrication and the demand for improved

device yield per slice,’” still higher device operating frequencies and more sophisticated
device structures has needed continuing innovation>* and development.

Advances® in silicon ‘crystal growth technology have encouraged advances in the
automation of crystal growing equipment. Crystal pulling’”® equipment now available uses
computer software to control all the growing parameters. Preprogrammed process changes are
used to tailor crystal characteristics.

I1. Let us see what a film technique is like. Even before the invention of the transistor the
electronic industry had studied the properties of thin film of metallic and insulating materials.
Such films range in thickness from a fraction of a micron, or less than a wavelength of light, to
several microns.

The techniques for the deposition®’ of thin films are numerous and include the following
methods: evaporation, sputtering,”® anodization, radiation, induced "cracking" or polymerization,
chemical reduction, thermal reduction of oxidation and electrophoresis. The first three are the
major techniques used in integrated thin film circuit construction and are also applicable to
silicon integrated circuitry and device work. These methods singly or in combination enable®® a
variety of resistive, insulating and constructive materials to be laid down onto a suitable
substrate.

The two most important processes for the deposition of thin films are chemical-vapour
deposition and evaporation. The film technology has proved to provide precise dimensions.

In the fabrication of a typical large-scale integrated circuit there are more thin-film steps
than diffusion steps. Therefore thin-film technology is probably more critical to the overall yield
and performance of the circuit than the diffusion and oxidation steps are. A thin film happens
even to be employed to select the areas on a wafer that are to be oxidized.

For VLSI structures several other requirements are imposed on interconnection materials
by the fabrication technology.

4
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The deposition of layers is followed by shaping operations, such as etching, to form the
required outlines.®® Alternatively, the film can be deposited through a mask onto the substrate to
define the outlines directly. In this way many identical thin-film devices can be made on a single
sheet of material, which then are cut apart to yield individual devices.

Plasma etching, which is expected to play an important role in manufacture of
semiconductor and other devices requiring fine-line lithography, involves the use of a glow
discharge to generate reactive species’’ from relatively inert molecular gases. These reactive
species combine chemically with certain solid materials to form volatile®” compounds which are
then removed by vacuum pumping system.

This plasma-etching process has been shown to have important advantages in terms of
cost, cleanliness, fine-line resolution, and potential for production line automation.

Additionally, the inside of a wafer-fabrication must be extremely clean and orderly: a
single particle happens to cause a defect that will result in the malfunction of a circuit. The larger
the die,” the greater the chance for a defect.

The structure of an integrated circuit is sure to be complex both in the topology of its
surface and in its internal composition. Each element of such a device has intricate® three-
dimensional architecture that must be reproduced exactly in every circuit. The structure is made
up of many layers, each of which is a detailed pattern. Some of the layers lie within the silicon
wafer and others are stacked® on the top. The manufacturing process consists in forming the
sequence of layers precisely in accordance with the plan of the circuit designer.

Nowadays much of the procedure by which ICs are transformed from the conception of
the circuit designer to a physical reality is done with the aid® of computers. In the first stage of
the development of new microelectronic circuits the designers themselves used to work at
specifying the functional characteristics of the device. They also selected the processing steps
that will be required to manufacture it. The process was difficult and not always exact. A
computer can simulate®” the operations of the circuit. Besides, computer simulation is less
expensive than assembling a "bread-board" (maker) circuit made up of discrete circuit elements;
it is also more accurate.

The layout is known to specify the pattern of each layer of the IC. The goal of the layout
is to achieve the desired function of each circuit in the smallest possible space. At present much
of the preliminary (npenBapurenshsiii) work is done with the aid of computers. The final layout
is also made with that of a computer.

Increasing interest in submicron layer now poses new problems. New developments in
materials are believed to be due® to new manufacturing forms and vice versa.

Integrated circuit technology is evolving so rapid that even a period as short as six
months can produce a significant change.

IIpoBepbTe, KaK BbI 3alIOMHHJIN CJI0BA.

3.1. [lepeBenuTe cnenyromue caoBa, HCXOAS U3 3HAYCHHM, MPUBEICHHBIX B CKOOKaX:

1. process v (oOpabaTbiBaTh), processing s, processor «; 2. substance m (BemecTBo),
substantially adv, substantiate v; 3. intermediate B (mpomexyTounslii), intermediately adv,
medium n; 4. expenditure n (pacxoxn, Tpara), expend v, expense n, expensive a; 5. similar a
(omuHaKoBBIN), similarity n, simulate v; 6. add v (mpubasssits), additional a, addition n, adder n;
7. vapour n (map), vaporize v, vaporous a, vaporizer n; 8. transfer v (mepenapars), transferkable
a, transference n; 9. precise a (Tounsrii), precisely adv, precision n; 10. dissolve v (pacTBOpsTS),
dissolvable a, dissolvent n, solution n; 11. prevent v (Mewmars), prevention n, preventive a; 12.
harmful a (Bpenmusrit), harm n, harmless a; 13. advance v (mBuratbcsi Bmepen), advance n,
advanced a; 14. establish v (ycranaBnuBatse), establishment n; 15. deposition n (ocanok), deposit
v, pose v, impose v; 16. volatile a (netyuwnii), volatility n, volatilize v; 17. term n (Tepmun),
terminal n, terminate v, in terms; 18. specify v (ompenensars), specification n, specific a; 19.
major a (TJIaBHbIN), majority n

3.2. Onpegenute 3HAYCHUS aHTTIMHCKUX CIIOB, UCXOS U3 KOHTEKCTA!

1. ctporo defined mapamerpsr; 2. processing of meTayia Mo)keT OBITH XOJOIHOM; 3.



Tpebyercs HeOonpmas expenditure sHepruu; 4. B HEKOTOPHIX MPOSBICHHUAX IOJYIPOBOIHUKH
similar to JUANIEKTpUKaM; 5. YUCTBII KPEMHHI — pOOTr MPOBOJIHUK; 6. aTOMBI IpUMecH substitute
aTOMBI NIOJYTIPOBOJIHUKA; 7. IPOBOAMMOCTh POSES TPYAHOCTH; 8. MHOTA HYkHO to add mpumech
K TOJIyIPOBOJAHMKAM; 9. mpuMeHeHne KpemHus is attributed to mpekpacHbiM kadecTBam; 10.
ceiiuac it has been established, uro mpucyTcTBHE KHCIIOpoAa MOXKET OKas3biBaTh harmful u
beneficial sddextsr; 11. okucrnenue mox masneHueM offers mMeTos BbIpalMBaHUS OKHCIOB
kpemuust; 12. the mask prevents ot monaganus ynbTpaduoIeTOBOTO H3ITyUeHHs Ha TIOKPBHITHE

3.3. IlepeBenute crneayrommue cinoBa. OOpaTuTe BHUMaHUE Ha 3HAUCHHS MPEPHUKCOB in-
—BHYTpPH, B-; out- —BHE-; en— y4acTBOBaTh; inter- — B3aUMOJICHCTBOBATb.

in-: inclose v, input n, inbuild v, inside a out-: outbalance v, output n, outbreak n,
outdated a en-: enable v, enact v, encircle v, enclose v inter-: interaction n, interchange n,
intercourse n
O0cyaure cogep:kaHue TEKCTA.

3.4. IIpocmotpurte ermie pa3 nepByro 9acthb (I) OcHoBHOTO Tekcta. OTBETHTE HA BOIPOCHI,
UCIOJIb3YSl UHPOPMAIUIO TEKCTA.

1. What could you say about the manufacture of silicon micro-circuits? 2. What is the
physical nature of semiconductor materials? 3. When does the semiconductor material act as an
insulator? 4. When does the semiconductor conduct? 5. What could you say about a crystal of
pure silicon? 6. Why is conductivity one of the basic requirements imposed on materials? 7. Can
you name one of the ways to improve conductivity? 8. What do we call impurities added to
silicon? 9. What is a hole like? 10. How do holes behave in the p-type region? 11. What could
you say about oxidation? 12. Why do we call epitaxial growth of crystals unique?

3.5. O6o6muTe nHGOpMAaIHIO, TaHHYO B TekcTe (I 4acTh) Ha aHTIIMHCKOM WM PYCCKOM
si3bIKe. UTO BBI y3HAIU O MOJIYTPOBOAHHUKAX, UX MPOBOJUMOCTH, CIIOCO0AaX BBEICHHUS MPUMECEH,
crioco0ax TpaBJIeHHUs, INICHKaX, OKUCICHUH?

3.6. [Ipocmotpute BTOpyto YacTh (11) OcrHoBHOTO TekcTa. CoOOUIMTE, UTO B Y3HAIIH O:

1. the properties of thin films of metallic and insulating materials; 2. the techniques for
the deposition of thin films; 3. the two most important processes for the deposition of thin films;
4. the deposition of layers; 5. plasma etching; 6. the layers within the silicon wafer; 7. new
developments in materials
IIpoBepbTe, KaK BbI yMeeTe ONO3HABATH U NMEPEBOAUTH (POPMBI CKa3yeMoro.

3.7. IlepeBenure pedeBsie oTpe3ku. OOpaTuTe BHUMAaHHE Ha TIEPEBOJI CKa3yeMOTO v,
HIEPBBIM KOMIIOHEHTOM KOTOPOTO SIBJISIETCS JIMuHast popma Tiaarona to be:

1. the discovery is leading to; 2. the discovery is able to lead to; 3. the discovery is certain
to lead to; 4. the discovery is expected to lead to; 5. the discovery is likely to lead to; 6. the
discovery is supposed to lead to; 7. the discovery is to lead to; 8. the discovery is led with; 9. the
discovery is of value; 10. the discovery is due to; 11. the discovery is critical; 12. the discovery is
particularly important in; 13. the discovery is sure to lead to; 14. the discovery is presently in
wide-spread use; 15. the discovery is a readily apparent means; 16. the discovery is being applied
to; 17. the objective is to discover

3.8. Tlepeseaure peucsbie oTpeskd. OGpaTiuTe BHUMAHHME HA NEPEBOJ CKazyeMmoro V',
NEPBBIM KOMIIOHEHTOM KOTOPOTO SIBJISIETCs JIMYHAas (hopMa rinarodia to have:

1. the improvement has a reason; 2. the improvement has influenced; 3. the improvement
has been influenced; 4. the improvement has been supposed to influence; 5. the improvement has
to be introduced; 6. we have studied the emission properties of gas plasma; 7. we have to study
the properties of; 8. the properties have been studied

3.9. IlepeBeante peueBbie oTpe3kn. OOpaTUTe BHHUMaHHWE HA UX CMBICIOBOE pasliudHe,
3aBHUcsIIEe OT (POPMBI ri1arona:

Yro  pemaetr Kakxomy JIIEUCTBUIO
N'? MOJBEpraeTcs N'?

1. the improvement the improvement is required
requires



2. the concept the concept is predicted
predicts

3. the effort makes  the effort is made

4. the density the density is determined
determines

3.10. IlepeBemure peueBble OTpPE3KH, YUYUTHIBasg (OPMY BpPEMEHH CKa3yeMoro B
maccHBHOM 3anore V':

1. the solution is provided (was provided, has been provided, has to be provided, will be
provided); 2. the unit was arranged (has been arranged, is being arranged, is to be arranged)

3.11. IlepeBenute pedeBble OTPE3KH, YUHUTHIBAs OCOOCHHOCTH II€PEBOJA IJIAaroJioB to
follow, to influence, to watch B maccuBHOM 3ajo0re:

1. the pattern is influenced (was influenced, has been influenced, has to be influenced, is
to be influenced); 2. the experiment was followed (has been followed) by; 3. the packing is
watched (is being watched, has been watches, will be watched)

3.12. IlepeBenute, yduThIBash OCOOCHHOCTH TMEPEBOJA Pa3IHYHBIX (OpPM U THIIOB
CKa3yeMoro:

1. We are still learning how to exploit the potential of the integrated circuits. 2. Small and
reliable sensing and control devices are the essential elements in complex systems. 3. The
attempts to miniaturize electronic components are largely successful. 4. Testing is needed in the
course of production. 5. The most striking characteristic of the microelectronics industry has
been a rapid decline in cost. 6. Electronics has extended man's intellectual power. 7. Several
kinds of microelectronic transistors have been developed, and for each of them families of
associated circuit elements and circuit patterns have evolved. 8. The fundamental units of
electronic logic are circuits called gates.

Yuurechr yuTATH.

Texer 3.1. Ilpountaiite Texct. Ckaxure, uTo Bbl y3Hanu o: self-aligning chemically
selective manner; masks; process complexity; selective low pressure chemical vapour deposition
(LPCVD). IIpounraiite TekcT emie pa3. O3araaBbTe €ro.

Tungsten is of particular interest in IC technology because it can be deposited in a self-
aligning (camocoBmenieHHbI) chemi cally selective manner on silicon, metals, or silicides. Its
volume filling capability serves to enhance planarity, a high priority in multilevel chip designs,
and because it can be deposited without additional masks, process complexity is reduced with
savings in cost.

Selective low pressure chemical vapour deposition (LPCVD) of tungsten can provide
diffusion and etch barriers, via fills, low resistance source/drain and gate shunts, masks for X-ray
lithography and many others.

The last years have been a time of rapid progress in LPCVD tungsten technology.

Tekcr 3.2. [Ipountaiite Tekct. HazoBuTe mpeaMeT onmucaHus W NMPUYUHY BHUMAaHUS K
HeMy. Ha30BUTE TIepCIIEKTHBEI €r0 IPUMEHEHUSI.

Rapid Thermal Processing

RTP is one of the exciting new wafer fabrication technologies. Its origin can be traced to
the laser annealing (omxkwur) research of the early 1980's, but it is only with the very recent
appearance of techniques and equipment suitable for use in production that the technique has
begun to attract serious attention of process engineers.

Current applications for RTP include ion implant annealing, glass reflow, silicide
formation, and deposition of thin gate oxides. The RTP equipment market is expected to have
one of the highest growth factors in the equipment industry, a compound annual growth rate of
36.6% over the years 1987 to 1991.

Texer 3.3. [lepeBeaure TEKCT yCTHO O€3 clioBapsi.

Laying Down Thin Film

Most often, thin-film deposition on a ceramic substrate is done in a vacuum chamber by

evaporating or sputtering conductive, resistive, or dielectric material on a carefully cleaned




substrate.

The vacuum prevents oxidation and allows the molecules of material being deposited to
travel to the target with minimum collisions with gas molecules.

Texet 3.4. [lepeBeuTe TEKCT MMCHbMEHHO 0€3 cIoBaps. 3HAUCHHUS BBIJCICHHBIX CJIOB BBI
CMOXETE TIOHATh U3 KOHTEKCTA.

Evaporation and Sputtering

In the case of evaporation, the material to be deposited is heated by a resistive heating
unit until the molecules acquire the thermal energy necessary to leave the surface at a suitable
speed to ensure deposition.

Sputtering differs from evaporation in that an electrical field accelerates the positive gas
ions toward a cathode that is covered with a material to be deposited. An ion striking the cathode
causes a molecule to be ejected and deposited on the substrate.

MATEPHAJIBI )11 CAMOCTOSATEJIbHOM BHEAYJIUTOPHOM PAEOTHI
(ITOCJIE TEPBOI'O 3AHSATHS)
N3yuure caexyromme rue3ia cJioB H CJ10BOCOYETAHUM.

1. lattice n pemerka (KpucTaInuecKasi)

base-centered lattice 6a3zoneHTpupOBaHHAS peIIETKA

body-centered lattice 00beMHOIICHTPUPOBAHHAS PEIIETKA

face-centered lattice rpanenieHTpUpOBaHHAS peLIETKA

2. substance n 1. BemecTBo; 2. CyIIHOCTh

substantial a 1. cymecTBeHHBIN, BAXKHBIN; 2. PaKTHICCKUN

substantially adv mo cymecTBy

3. tightly adv tecHo, mioTHO

tight a 1. MIOTHBIM, KOMIAKTHBIN; 2. TECHBIH

4. hence adv orcrona; ciaenoBaTeaIbLHO

5. intermediate a MpOMEXXyTOUHBIH; CpeIHUIA

intermediately adv B mpomMeKyTOUHOM TOJIOKEHUHU, TIOCPEH

medium n 1. cpena; 2. cepenrna; 3. CpeacTBO; CIIOCOO

6. expenditure n pacxo, Tpata

expend v pacxoa0BaTh, TPATUTh

expense n pacxon

at the expense of 3a cuer

expensive a J0pOroCTOSIINI

7. fill v 1. HanonHATh; 2. 3aHUMATh

filling n 1. manonHenue; 2. HaOuBKa

filler n HanoaHUTENB

8. top n 1. Bepxymika; 2. BbICILIAsl CTYIIEHb

9. bottom n 1. HU3; 2. OCHOBaHKE, OCHOBA

10. below prp Huxe

low a Hu3KUI

lower v moHMXaTh

11. poor a 1. 6exnnbIit; 2. I0X0H

poverty n 6eJHOCTh

12. thus adv Takum obpazom

13. pose v:to pose a problem3z. co3gaBaTh TPYIHOCTH; 03a]a9UBATh

position n MOJ0KEHHUE, MECTO

impose v Hajaratb

Imposing a IpOU3BOISIINN CHIILHOE BIICUATICHUE

14. improve v yny4miath, COBEpIICHCTBOBATh

improvement n yJy4IIeHHE, yCOBEPIICHCTBOBAHHE

prove v 1. 1oKa3bIBaTh; 2. OKa3bIBATHCS

15. former ¢ nmpexHUM, IpeAMIECTBYIOMNN




in former times B pexHUE BpEeMEHA

the former nepBbIif (M3 IBYX HA3BaHHBIX)

Ant. the latter mocnennuit (U3 1ByX Ha3BaHHbIX )

16. diffuse v 1. pacnbusTe; 2. pacnpocTpassiTh; 3. nudpPyHaupoBaTh

diffusible a cocoOHBIH K U HYy3UHN

diffusion n 1. pacceuBanue; nuddysus; 2. pacupocTpaHEeHHE

diffusive a muddy3nbrit

17. substitute v 3aMeHITh; 3aMeIIATh

substitution n 3amMeHa; 3aMeIleHne

18. site n mecTo

19. interior a BHYTpEHHHIA

interior n BHyTPEHHSSI CTOPOHA

20. adjacent a cMeXHBIN, COCETHHIMA

21. vacancy n 1. mycToTa; cB000HOE MecTO; 2. poden

vacant a He3aHATBIN

22.insert v 1. BCTaBIATh; 2. BKIIOYATh

insert n BKJIaIbIII

insertion n 1. BKiItoueHue; 2. MpOKIaaKa

23. deficiency n 1. HegocTaTOK; 2. OTCyTCTBHE

deficient B He1OCTaTOYHBIHN, HEIOJIHBIN

efficiency n appexTHBHOCTD, IPOU3BOAUTEIHLHOCTD

efficient a 3 pexTUBHBII, AeiCTBEHHbII

24. circumstance n 1. 06cTOATENBCTBO, CiTy4aid; 2.pl ycnoBus; 3. moapoOHOCTH

25. merely adv TonpKO; IPOCTO

mere a SIBHBII; MOPCTOM

26. nevertheless co Bce ke, OAHAKO

27. bubble n 1. my3sIpek; 2. MUANHAPUYECKUI MarHUTHbIN gomeH, LIM/I; 3. ycTpoiicTBO
Ha [IM/]

bubble memory 3Y na [IMJ]

28. transfer v 1. mepementaTs; 2. nmepeaaBathb

transfer n 1. mepenoc; 2. nepegaya

transferable a momyckaromuii nepegaay

transference n nepegaya

29. step n 1. mar, 2. Mepa; 3. CTyIICHb

step v 1. cTynarth; 2. HOHMKATh HAMPSXKEHUE

30. protect v 1. 3amumniaTe; 2. IpeaOXpaHsITh

protection n 3ammura

protective B 3alTUTHBIN; PEIOXPAHUTETBHBII

31. expose v 1. BBICTaBIATh; 2. MOJBEpPraTh BO3ACHCTBUIO

exposition n 1. BeICTaBKa; 2. U3JI0KECHUE

32. etch v TpaBUTH Ha MeTasIE

etching n TpaBiieHne

33. sequence n OCIEA0BATENBHOCTD; PSA; MOPSIIO0K

consequence n 1. mociaeacTBue; 2. BRIBOA; 3. BAXXHOCTh

in consequence of BciencTBue

consequent a 1. JOrMYecKH TOCIEAOBATEIbHbINA; 2. SABJISIOMMICA pPe3yIbTaTOM
consequently adv ciemnoBaTenbHO

34. delineate v ycTaHaBiIMBaTh pa3Mep, ouepTaHUs

delineation n 1. mian; 2. onucaHue

35. multiplicity n 1. MHOTOUHCIIEHHOCTB; 2. pa3HOOOpasue; 3. CI0KHOCTh

multiplier n 1. MHOXWUTENB; 2. T0OABOYHOE CONPOTHUBIICHHE

multiply v 1. yBenmu4uuBaTh; 2. yMHOXaTh



multiple a 1. MHOTOKpaTHBIN; 2. MHOTOKHIILHBIH

36. stage n 1. ¢aza; nepuon, 3Tam; 2. CTyNeHb, CTAAUS; 3. KaCKa

37. precise a TOYHBII

precisely adv TouHO

precision n TOYHOCTh

38. procedure n mporecc paboThl; TEXHOJOTHUYECKH Mpoliecce

proceed v 1. mpomomKkate; 2. HEPEXOAUTH K YEMY-II.

proceedings n pl Tpy bl

process v 00padaThIBaTh; MPOU3BOJANUTH TEXHOIOTHYECKYIO OTIEPAIIUIO

39. dissolve v 1. pacTBOpsTH; 2. pa3nararb; 3. aHHyJIUPOBATh

dissolvable B pa3noxuMbIii Ha 9aCTH; PAaCTBOPUMBIN

dissolvent n pacTBOPSIOINIHIi; pACTBOPUTEND

solution n pacTBop

40. prevent y npeIoTBpaIlaTh; IPEJOXPAHATD

preventive a mpeaynpeAnTeIbHBINA; TPOOUIAKTHICCKUI

prevention n mpegoTBpaIIeHNe

41. acid n xucnora

acidify v okucnarbcs

42. term n 1. npexaen; cpok; 2.Mat. 4jaeH

terms n pl ycnoBus coriameHus

in terms of 1. B Buze; 2. B eIMHUIAX; 3. B MOHATHUAX; 4. B QYHKIHIX; 5. 4epes

in general terms B 001uX yepTax

term v BeIpaXkaThb

43. denote v 1. o3HauaTh; 0003HAYATH; 2. YKa3bIBATh

denotation n 1. ToyHOE 3HaUcHUE; 2. 0003HAYCHHUE

note n 3aMeTKa; 3HaK

note v 3amedars, IeJaTh 3aMETKY

notable a 3ameTHbII

44. alloy n craB

alloy v crutaBisTh

45. bulk n 1. Mmacca, ocCHOBHAs 4acTh; 2. 00beM; 3. IMOJI0KKA

in bulk B nestom

bulky a 60mbI110i, TPOMO3AKHIA

46. interface n 1. B3anMMOCBS3bL, B3aUMOICHCTBUE, 007aCTh B3aUMOJCHCTBUS, 2.
uHTepdeiic, ycTpOUCTBO COMPSIKEHUS, pa3jienia; IOBEPXHOCTh pasierna

47. precipitate v 1. yckopsTh; 2. ocakaaTh(cs), BBIMaAaTh B 0CATO0K

precipitate n ocasiok

precipitation n oca)kJIcHHE; BBITTAICHUE

48. establish v 1. ycranaBnuBaTh; 2. JOKa3bIBaTh; 3. YUPEKAATh; OCHOBBIBATh; CO3/1aBATh

establishment n 1. ycraHoBineHue; co3maHue; 2. J0Ka3aTeIbCTBO; 3. OpTaHHU3AIINS;
yUpeKICHUE

49. harmful B Bpeansiii harm n Bpes

50. removal n 1. ynanenue, yctpaneHue; 2. CMEICHUE

remove v 1. youpats; 2. cMemarp

removed a yJaJleHHBIH; CMEICHHBIN

51. tool n paGounii HHCTPYMEHT; Opyaue

52. slice n 1. TOHKMIA co¥; 2. MONMYIPOBOJHUKOBAs Iu1acTUHa, 11/1; 3. kpuctami (UC); 4.
CEKIIMOHHBI MUKPOIIPOLIECCOP

slice v pe3aTh Ha TOHKHE CIION

53. sophisticated a cJI0KHBII; ONIBITHBIN, HaTyMaHHbIH

sophisticated equipment cioxHas anmaparypa

sophistication n 1. yMyApeHHOCTS; 2. KPyro30p; MO3HAHHUE; IMPOKUA HAYIHBIH KPYT030p



54. innovation n 1. HOBOBBEICHHE, HOBIIIECTBO B TCXHUKE; 2. HOBATOPCTBO

55. advance n 1. mponBukeHue; ycnex; 2. mporpecc

advance v 1. menatp ycnexu, MpoABUTaThCs; 2. BEIIBUTATh

advanced a 1. mepenoBoii; 2. yCrieBarOIIHUii; MOBBIICHHOTO TUTIA

56. pull v 1. TaHYTH; 2. pacTsIrusarb

pull n 1. Tsra; 2. HaTSHKCHUE, PACTSDKEHHE; TPUTSKCHUE

57. deposition n ocaxxaeHue

chemical vapour deposition (CVD) xummuueckoe ocaxaeHue u3 napoBoi ¢a3sl

deposit n 1. oTyio)keHHE, 0CATOK; 2. MECTOPOKIACHHE, 3aJICKb; OCAXKICHHBIA CIION

58. sputtering u pacnblIcHHE

sputter v pactiblIATh

59. enable v 1. mraBaTh BO3MOKHOCTB; 2. JIeJIaTh BO3MOKHBIM

60. outline n ouepranue, KOHTYp

outline v HaprcoOBaTh KOHTYD

61. species n 1. Buj, mopoaa; 2. pa3HOBUIAHOCTh

specify v TOYHO OTpeneNsaTh; ycTaHaBIUBATh

specific a 1. xapakTepHbIii; 2. TOUYHBINA, OTPEACICHHBIN; 3. YACTbHBIN

specification n 1. cnenudukamus; 2. AeTaib, NOAPOOHOCTb

62. volatile a 1. netyuuii, ObICTPO UCTIAPSIOMINIACS; 2. YHEPTrO3aBUCUMBIH (3Y)

volatility n netyuecthb

volatilize v ucniapsiTecs, yaeTyuuBaThCs

63. die n (pl dice) 1. matpuna; 2. kpucram (MC)

64. intricate a 3amryTaHHBIN, CIIOXKHBIN

65. stack v ckJ1aIpIBaTh, HAKATTUBATh

stack n 1. macca; Habop, KOMIUIEKT; 2. CTEKOBas aMsTh

66. aid n moMoI11b

aids n pl cpenctBa

aid v nomoratb

67. simulate v 1. MogenupoBaTh; 2. HIMUTHPOBAThH

simulation n MmoxenTUpoBaHUE

68. due to prp BcreacTBue

due a 1. mOJDKHBIN, HAAJIKAIIH; 2. 00YCIOBICHHBIN

due to the fact 6maronaps dakry

in due course B cBO€ BpeMs

to be due to ObITE O0YCIIOBICHHBIM, SBIATHCS CIEICTBUEM
IIpoBepbTe, KAaK BBl 3alIOMHIJIM CJI0BA.

(1 -10) the lattice of the substance, to be tightly bound, to be at an intermediate stage, to
fill the gap, the top band, below the level

(11 - 20) a poor design, to pose a question, to improve the state of art, the former
technique, to substitute the mode existing, the interior of the package, an adjacent substrate

(21 — 30) to insert an atom into a silicon lattice, to create deficiency of one electron, to
handle the material under ordinary circumstances, efforts can merely help to carry out the
program, to transfer from one state into another, to be protected by surface layers

(31 — 40) a sequence of masks, to delineate multiplicity of ntype regions, to be exposed
to diffusion, at various stages of the process, very precise calculations, photolithographic
procedures, to dissolve the salt, to prevent the excess

(41 — 50) an etching acid, to denote the scale, the bulk of work, the bulk of a
semiconductor, to establish a new industry, harmful effects, the removal of acid traces

(51 - 60) a wafer can be sliced, to substitute by sophisticated devices, to need continuing
innovations, advances in crystal growth technology, a crystal pulling equipment emerged, the
deposition of thin films by sputtering, the outline of a circuit

(61 — 68) to generate new species, to yield volatile compounds, to have intricate three-



dimensional architecture, the aid of computers, to simulate operations
3aganusa kK OCHOBHOMY TeKCTY.

3.13. C uensio npoBepku nmoHuManus rneproit yactu (I) OcHoBHOTO TEKCTA:!

1) 3anummre KpaTko conep:kanue Tekcta (I 4acTp) ¢ MOMOIIBbIO MPEAUKATUBHBIX TPYII,
Harpumep:

1. consists of a number of carefully controlled processes; 2. to consider the physical
nature of semiconductor materials; 3. are similar to insulators; 4. poses a problem

2) Haiimute B TEKCTE aHIITMICKAE YKBUBAJICHTHI CIEAYIONIMX PEUEBBIX OTPE3KOB:

1. oOpaboTka MOAJIOKKM —HE MPOCTOM TEXHOJIOTMYECKUH mpouecc; 2. pusuueckas
NpUpoa TONYHPOBOJHUKOB;, 3. CBOOOIHBIC HOCHUTENIM 3apsAloB MOTYT BO3HHMKATh IIPH
MUHUMAJIBHON 3aTpaTe HSHEpruu; 4. KpUCTAI YUCTOrO KPEMHHS —IUIOXOM IPOBOJHUK; 3.
yIIy4IlIEHUE TPOBOIUMOCTH IOCTUTAETCSI HECKOJIBKUMHU CIIOCO0amMu; 6. K KpeMHHUIO 100aBISIOTCS
IPUMECH, YTOOBI CO3AaTh OCOOBIN THUI MPOBOJUMOCTH; 7. IBIPKA — 3TO OTCYTCTBHE JJIEKTPOHA;
8. mpuMecH MOTYT BBOAUTHCS Auddy3ueit; 9. BozneicTBys okucnurenaem; 10. KUCiIopoa BIUseT
Ha MHOTHE CBOWCTBA IMOJUIOKKH W3 KpeMHUs; 11. smuTakcus — BbIpalllMBaHHE KPUCTAJIIOB B
COUYETaHHUH C MpoLlecCCaMU OKUCIEHUS U AU(dy3un — AaeT BOZMOKHOCTL CO3/1aHUs OOIBIIOTO
KOJINYECTBA pa3InyHbIX cTpyKTyp MC

3) CocTaBbTe MIaH TEKCTa HAa aHTIMHCKOM si3bike. KpaTko M3M0KHUTE B COOTBETCTBUU C
IJIAHOM COJEPKaHME TeKCTa. Mcnonp3yiTe cieayromuye BoIpaXKeHUs:

1. This is ...; 2. It is arranged as Mows ...; 3. The first paragraph introduces ...; the second
advances the idea of...; 4. In conclusion ... is given

3.14. YcrHo nepeBeaure BTopyto yacTh (I1) OcHoBHOTO TekcTa.

3.15. ITucbMeHHO B BHJI€ aHHOTAIMM U3JIOKUTE IMO-PYCCKH COJEp)KaHHWE BTOPOW YacTu
OCHOBHOT'O TEKCTA.

3.16. IloxgroroBsre 10-15 BompocoB mno coxaepxaHuo OCHOBHOrO TeKcTa. Tumbl
BOIIPOCOB:

1. What is the (nature, difference, process, role, importance, etc.) of...? 2. What is
referred to as ...? 3. What is used as ...? 4. Where do we use ...? 5. What role (function) do the
(holes) play? 6. What makes the... necessary?

IIpoBepbTe, cMOKeTe JIM BbI IIEPEBECTH.

3.17. IlepeBenute, yuuThiBasi 0COOEHHOCTH MEPEBOA CKA3YyEMBbIX.

1) 1. There is a continuous demand for improved metallurgical contacts in semiconductor
devices. 2. The junction becomes vulnerable to diffusion between the metal layers and silicon. 3.
The tremendous interest in small device structures is presently active due to the increasing
requirements for obtaining very small circuit elements. 4. The size requirements are becoming
increasingly severe. 5. Today, the technology is evolving at an ever-increasing speed. 6. The
selection is of primary importance. 7. Increase in the packing density and also the complexity of
these devices are primarily due to scaling down of the individual cells. 8. Line width gets
narrower. 9. One of the primary considerations is to obtain a material with high electrical
conductivity and low ohmic contact resistance. 10. These parameters are to be maintained
throughout the high temperatures. 11. The material is to have resistance to the corrosion and
oxidation. 12. Films of this thickness are likely to be very difficult to deposit in a continuous
manner.

2) 1. The most highly conductive film reported to date was obtained by a nietal rich
concentration. 2. Films produced by sputtering both exhibited a tetragonal crystal structure. 3.
The resistivity of the MoSi, film was found to be less than that of polysfficon. 4. The
temperatures for recrystallization to obtain the lowest possible resistivity in effect is controlled
by impurities. 5. The films used were found to be mechanically strong. 6. The film composition
changed with time due to the different sputter.

3) 1. Polysilicon has been the dominant interconnect material. 2. The plasma-etching
process has been shown to have important advantages in terms of cost. 3. The phosphorus
concentration had no influence on the resistivity of the film. 4. The control method has only



recently been applied to the design. 5. There have been no directly comparable projects. 6. Any
potential microprocessor user now has to make a choice from plenty of ICs.

3.18. HazoBure, kakas uHpopmaius (IJOMOTHEHUE, TIEPEUUCTICHUE, CPaBHEHUE, UTOT U
T.JI.) IPEIINIOJIAracTCs MOCe CICAYFOIUX CIIOB:

1. in addition, besides; 2. hence, thus, therefore; 3. however, yet, nevertheless; 4. further,
then, now, 5. consequently, as a result; 6. similarly, in the same way, 7. to sum up, in conclusion
YuuTech YUTATH H NMEPEBOIUTD.

Texker 3.5. [IpounTaiiTe TEKCT U HAMAUTE OTBETHI HA OCTABIIEHHBIE BOIIPOCHI:

1. What is submicron technology? 2. What is it based on? 3. Why is it not possible to use
conventional optical methods to define the surface of an integrated circuit of small dimensions?
4. What are the conventional methods substituted by in submicron technology? 5. What are the
advantages of submicron technology? 6. What impact will it have on production techniques? 7.
Where can submicron technology be applied most effectively? 8. Does the new technology
require any facility changes? Why?

Submicron Technology

Silicon is the workhorse for most integrated circuit devices. Silicon processing
technologies continually change. A number of technological changes must be expected with the
advent of electron beam mask-making, i.e. with the development of submicron technology to
produce ultra-complex devices based upon dimensions which can no longer be fabricated with
the use of visible or near visible light.

The need for submicron technology is based upon continuing pressures to improve
microelectronic capabilities. The present optical methods are reaching their limits. The
increasing sophistication of electronics systems continually pushes the state-of-the-art of both
memory and logic circuits. Improvements in cost, speed, density and power consumption are
being sought.

Submicron technology refers to the fabrication of semiconductor devices with features
having masked dimensions less than one micron. Normal IC technology uses mask dimensions
of about five microns. By using electron beams, it is now possible to fabricate circuits with
features less than one micron. Within the next few years submicron technology will become a
major factor in the production of integrated circuits.

Because of the small dimensions required, it is no longer possible to use conventional
optical methods to define the surface of an integrated circuit. Even optical inspection is limited
because of the small dimensions. In place of light, X-rays and electron beams are used to pattern
the surface of the semiconductor wafer.

In the same manner as the electron microscope provided superior resolution over the
optical microscope, electron beam technology is about to impact the integrated circuit industry.
The advantage of e-beam technology is that the wavelength of electrons is substantially less than
the wavelength of light. E-beam technology is accompanied by the use of X-rays. X-rays have
the advantage that they travel in a straight line. X-rays do not require vacuum as do electrons,
which may simplify production techniques.

The use of submicrpn technology has the same effect as increasing the size of the silicon
wafer. Since the devices are smaller, the number of devices per wafer is greater. Also, since the
die sizes are smaller, the loss due to a die containing a material defect is smaller. The yield
percentage increases. The net effect is more good dice per wafer. As is known, one of the basic
measures of semiconductor performance is the number of good dice per wafer.

Submicron technology can be used for standard IC design and processing. It can be
applied to both MOS and bipolar integrated circuits including injection logic. This technology
applies to very fast circuits and microwave structures.

The impact of submicron technology on the IC industry will be more significant than the
impact of MOS on the semiconductor industry. A principal application impact of submicron
technology will be in the areas of magnetic bubble and semiconductor memories. Although the
first submicron production structures range about 64 kilobits, "million-bit chips" are possible.




The super-LSI technology appears in new products where increased complexity can still be
utilized. The one-chip medium-size computer quickly becomes a reality in conjunction with its
one-chip memory or, alternately, a minicomputer will tend to have everything on one chip.

The utilization of submicron technology requires a completely new facility. All aspects of
mask making, inspection, and other procedures are changed.

Texer 3.6. I[lepeBenute TEeKCT MUCBMEHHO co cioBapeM. O3armaBeTe ero. Bpewms
nepeBoaa — 7 MUHYT.

Polysilicon has been the dominant interconnect material as it offered low threshold
voltages and good stable coverage with uniform and economical deposition. Its high temperature
characteristic aids in stability during annealing, after etching and implantation operations.
Aluminum alloy films provide better con trol over electromigration and putting then pure
aluminum and the improvement in evaporation and sputtering deposition processes give better
control over the film's microstructure with better step coverage.

MATEPHUAJIBI 1JIS1 PABOTBI B AYAUTOPUUA
(BAHSATHE BTOPOE)
IIpoBepbTe TOMalIHee 3a1aHHeE.

3.19. OTBeThTE pa3BepHYTO HA CIEAYIOIINE BOTPOCHI:

1. What is the physical nature of semiconductors? 2. How does semiconductor behave at
lower than room temperatures? 3. Why is a crystal of pure silicon a poor conductor? 4. What is
the difference between n-type silicon and p-type silicon? 5. What is the process of doping? 6. In
what ways are the areas to be doped defined? 7. What are the main dopants? 8. What role do the
holes play in the conduction process? 9. What particles are the carriers of electric current in ap-
type semiconductor? 10. What is the simplest semiconductor device and how does it operate? 11.
What technological processes are used in the fabrication of integrated circuits? 12. What is
understood by the planar technology? 13. How are the problems of tighter control of impurity
diffusion solved? 14. Which techniques are referred to as direct methods of film preparation and
which of them as indirect? (Describe briefly each of the techniques used.) 15. What makes the
automation of crystal growing equipment a necessity?

3.20. OOcyaute TpaAMLMOHHBIC TEXHOJOTHUYECKHE IMPOIECCHl U HOBBIC HANpaBJICHUS B
texHosoruu. I1pu o6cykneHnn NCIOIB3YHTE CIEAYIOINE BEIPasKCHHUS:

1. Processing a wafer is not a simple technological process; 2. Various methods are
reviewed ...; 3. It is pointed out that ...; 4. Doping gives rise to ...; 5. ... have received increasing
attention over the past years; 6. It is expected that this trend will continue ...

3.21. JlaiiTe onpeaeaeHus CAeaYONMX TePMUHOB. OTUIITUTE, YTO MPEICTABIIAECT COOOM:

1. insulator; 2. conductor; 3. semiconductor; 4. doping; 5. dopant; 6. hole; 7. deficiency,
8. a silicon wafer; 9. mask; 10. n-type semiconductor; 11. thermal oxidation; 12. deposition; 13.
sputtering
Yuurtech YMTATH U EPEBOAUTD.

Texcr 3.7. Ilpounraiite TekcT. CocraBbTe pa3BepHYThIM ImIaH. OxapakTepusynTte
OCHOBHBIE OIIEpaly TIAHAPHOW TEXHOJIOTHUH. 3HAYEHHS BBIJICICHHBIX CJIOB BBl CMOXKETE MTOHATH
U3 KOHTeKcTa. O3ariaBbTe TEKCT.

An integrated circuit is comprised of a single silicon chip containing transistors, diodes,
resistors and capacitors, suitably connected to form a complete circuit. The first successful
attempt to produce an integrated circuit, in 1959, made use of mesa construction, but this method
1s known to be quickly replaced by the use of planar techniques.

The important feature of the planar process is the deposition of a silicon dioxide layer on
the top surface of the epitaxial wafer which acts as a mask against diffusion. The process
involves exposing the wafer to an oxygen atmosphere at high temperature.

After the oxidation process it is necessary to etch holes in the oxide, through which
diffusion can take place. The process used is similar to that employed in the manufacture of
printed circuit boards. Initially the oxidized surface is coated with a thin film of photo-sensitive
emulsion (photoresist). A mask is manufactured, the pattern of which defines the area to be



etched, it being opaque (Henpo3paunbrii) where etching is to be performed and transparent where
the oxide is to be retained. The mask is brought into contact with the wafer and exposed to
ultraviolet light. The photoresist under the transparent area of the mask being subjected to the
light becomes polymerized and is not affected by the trichlorethylene developer which is
subsequently used to dissolve the unexposed resist. When fixed, by baking (orxwur), the
remaining photoresist protects the oxide from the window where diffusion is required and, after
the surface has been cleaned, the chip is ready for the first diffusion process.

For a p-type diffusion the most generally used dopant proves to be boron. This is
deposited on the wafer at high temperature, and diffuses through the window into the silicon. A p
-type region is thus created. The oxidization treatment is now repeated and, in this high-
temperature process, the open window is sealed with an oxide layer and the base dopant is driven
deeper into the silicon. A new mask is used in a second photoresist and etching stage, which
opens a window for the diffusion of the emitter region.

For n -type diffusion the most generally used dopants are phosphorus and arsenic. The
cycle is supposed to be repeated yet a third time. The emitter window is sealed by oxidization,
the emitter dopant is driven in, and new windows are etched in the oxide layer to define the
contact areas. Finally the contacts are made by the evaporation of aluminum.

In practice many devices are manufactured at the same time on a single sheet of silicon.
These are separated by scribing with a diamond stylus and breaking into individual chips. They
are then mounted in suitable packages which allow electrical connections to be readily made and
power, dissipated as heat, to escape.

It is necessary to be able to electrically isolate individual devices from each other. This is
done by surrounding each component with material of opposite polarity and reverse biasing the
semiconductor junction so formed.

Texer 3.8. [lepeBeaure TekcT nucbMeHHO 0€3 cioBaps. Bpemst nepeBonga —12 MUHYT.
3HaYCHUS BBIJICIICHHBIX CJIOB BbI CMOYKETE MOHSATH M3 KOHTEKCTA.

High Pressure Oxidation of Silicon

Silicon oxidation has been a fundamental process of silicon device technology for a long
time. However, an understanding of oxidation methods and the phenomena involved is far from
complete. An oxidation method that has received increased attention over the last few years is a
high pressure oxidation method. This method is known to offer a practical means for thermally
growing silicon oxides at lower temperatures and faster rates than those grown in conventional
wet (BnaxHbIii) oxidation. Presently, efforts to implement low temperature processes have
become a significant driving force in the evolution of silicon device fabrication technology. The
lower temperature aspect of high pressure oxidation has its greatest potential impact in the high
density world of submicron VLSI where improvements in process control precision will have a
significant effect on performance and yield.

Thin oxide film grown at low temperature by high pressure oxidation has excellent
dielectric breakdown strength.

Developments in high pressure oxidation will become more important with progress in
other low temperature processes such as ion implantation, laser annealing, and plasma enhanced
technology during the next few years.

Texer 3.9. [IpounTaiite Texct. Paznenute ero Ha aG3aiel 1 o3ariaBbre uX. Mcnonb3yiite
3aroJIOBKH B Ka4eCTBE TUIaHA JUIsI TepecKas3a TEKCTa.

Optical lithography has indisputably been the leading integrated circuit pattern defining
technique for many years. It is essentially two steps. First, the design and fabrication of the
optical mask, which is both costly and time consuming, and secondly, the exposure of the wafer,
covered with a layer of light sensitive photoresist, to ultraviolet light shone through the mask.
The method is ideal for large scale production because once the expensive mask-making process
has been carried out, an unlimited number of wafers may be patterned at very low cost to the
producer. On the other hand, where specific or semicustom (noxy3akaszusie) ICs are concerned
this process has proved unacceptable since the cost and time involved in mask fabrication cannot




be justified by the production of only a few devices which may require several iterations for
optimum results. For these reasons, electron beam direct-write lithography is proving invaluable
in the field of application specific or semicustom integrated circuits. This technique allows fast
turnaround, a high flexibility and comparatively low cost for very small batches. In addition, the
short wavelength of electron-beam offers very high resolution patterning and so may be essential
where sub-micron features are required. Despite the possibility of low throughput, e-beam
generated patterns allow either simple wafer-scale integration or devices for several customers,
each possibly with a variety of trial designs to be implemented on a single wafer. The major
advantage of the e-beam's high resolution capability will be nullified if the resist pattern cannot
be very precisely reproduced onto the metallization layer. For this reason wet-etching of the
metal with its inherent undercutting is particularly unsuitable and plasma-processing becomes
necessary. Reactive ion etching is a type of plasma etching where the wafer is placed on an
electrode which is capatitively coupled to an RF generator. A second electrode larger than this
driven one is grounded and a plasma is generated by electronic excitation of a low pressure gas
contained between them. The arrangement of the system is such that the driven electrode
experiences a negative bias with respect to the plasma causing positive ions to be accelerated
towards the wafer. This means that not only is there chemical reaction causing removal of the
metallization but also ion-enhanced chemical etching and physical sputtering to the vertical
etching essential for precise replication of the resist pattern. Dry processing has the added
benefits of easily handled process materials, easy automation and good reproducibility.

Texer 3.10. berno mpountaiite Tekct. O3arnaBpre ero. Jlaiite o60cHOBaHWE BBIOOpA
3arojioBka. CKaXuTe, 4T0 aBTOP TOBOPHUT 00 YHUKAIBHOCTH MOJICKYJISIPHOU DIIEKTPOHHUKH.

Molecular electronics is a new concept of electronic systems. Basically it seeks to
integrate into a solid block of the material the functions performed by electronic circuits or even
whole systems. Its goal is to rearrange the internal physical properties of the solid in such a way
that phenomena occurring within or between domains of molecules will perform a function
ordinarily achieved through the use of an assembly of electronic components.

Molecular electronics is the most forward-looking of several modern approaches to the
development of small, reliable efficient electronic systems. Almost all attempt to perform the
required electronic functions ‘in solid semiconductor-type materials Molecular electronics,
however, is unique in its goal of doing away With the traditional concept of circuit components.
Should this goal be fully realized, or even partially so, it would extend the capabilities of
electronic systems well beyond that which can be achieved today. In addition to lowering size
and weight, increasing reliability and reducing power requirements, molecular blocks could
make possible the execution of tasks now too complex to be performed economically by
conventional methods and permit the performance of electronic functions which cannot be
achieved at all with lumped (oTnensHBINH) components.

Texcr 3.11. [IpounTaiite Tekct. Kakyio HOBYI0 nH(pOpMAIIKIO BB Y3HAIN U3 HETO?

Dry Process Technology

LSI Technology has been the cutting edge of the innovate semiconductor industry. In the
field of the process technology, much effort has been made to improve microfabrication and
thinner-film formation technology. In particular, improvements in photolithographic and etching
techniques are the keys to the integration of more devices on smaller chips, increases in circuit
performance, and improvement in wafer process yield.

Dry etching technology represents a new and exciting method for defining precise images
in insulators, semiconductors, and metals. Gas plasma etching technology in dry process like RF
sputtering, ion beam milling, reactive ion etching, and reactive ion beam etching is widely used
as a fundamental tool for the fabrication of MOS, bipolar LSIs, discrete devices and hard mask.
It results in improved image size, simplification of the manufacturing process, precise shape
control of fine patterns, and development of a cleaner manufacturing process, compared with
conventional wet chemical etching processes.

Recently, MOS LSI has shifted from LSI phase to VLSI phase, which requires a precise




pattern less than 3 mm. This transition can be achieved by progress in wafer process technology,
including microfabrication as well as device and circuits design technologies. Conventional
plasma etching is not adequate in VLSI regions for the delineation of precise patterns because of
its inherent undercutting (moarpasnuBarommii) effect which results in anisotropic profile of an
etched pattern.

Dry etch technologies available for LSI processing are classified into plasma etch, sputter
etch and ion beam etch, with items such as etch mode, apparatus and reaction mechanism.
OnpenenuTre KOHTEKCTyalbHOE 3HAYE€HHE BbIIEJEeHHBIX CJI0B.

3.22. [lepeBenure, oOpaiiasi BHUMaHUE HAa KOHTEKCTyallbHOE 3HaueHue cioB due to,
appear, advance:

1. The numerical value of the conductivity changes due to the concentration of
impurities. 2. The significance a semiconductor achieved is due to the electrons being raised to
the conduction band. 3. Current due to holes injected into the collector from the base can be
neglected since it is very small 4. New design tools and development systems are appearing. 5.
The limiting point appears to be between 10 and 30 Ohms. 6. Recent technological advances in
software development are now opening new horizons. 7. The advances made by device
fabrication have allowed all functions to be integrated onto just one chip.

3.23. BoIsiBUTE KOHTEKCTYAIbHOE 3HAYCHUE BBIICIICHHBIX CJIOB 0€3 CIIOBapsL:

1. More efficient communication demands a continually increasing level of control in
progressively-thinner layers. 2. The extension of any semiconductor technology to small
dimensions brings with it a host of new technology, physics and engineering challenges.
YuuTech TOBOPUTH.

3.24. [loaroroBbTe COOOIIEHUS IO CIETYOUINM TEMaM:

1. Film technology and semiconductor. technology. 2. Silicon for microelectronics. 3.
Oxidation and its function. 4. The techniques for the deposition of thin films.

3.25. JlokaxxuTe TpaBHIBHOCTH MM OMKMOOYHOCTH CIEAYIOUIMX BBICKa3bIBaHUH. [Ipu
JI0Ka3aTeIbCTBE UCTIONIBb3YHTE CIIEIYIONME BBIPAKCHUS:

I'm not sure that...; the drawback to the (...) is that it is not useful for...; it requires a
complex procedure...; it is expensive... .

1. Plasma technology is presently in wide-spread use in the semiconductor technology. 2.
Molecular electronics is the most forward-looking of several modern approaches to the
development of small, reliable, efficient electronic systems.

MATEPHAJIBI IJISI CAMOCTOSTEJABHOM BHEAYJIUTOPHOM PABOTHI
(ITOCJIE BTOPOI'O 3AHATHS)
Yuurtech YHTATH U ePEBOAUTD.

Teket 3.12. [IpounTaiite TekcT. M3m0kuTE CBOM BBIBOJBI O MPEUMYIIECTBAX MPUOOPOB
Ha apceHu]e rajutus. Vcrnonb3ysl puCyHOK, ONUIIUTE NMPUHLIMI AeWcTBUS npubopa. Ha ocHoBe
NPOYUTAHHOTO M BAIIMX 3HAHUH 110 CIEIUAIBLHOCTH MOJrOTOBHTE COOOLICHUS O: a) TEXHOJIOTUU
HOJYTIPOBOIHUKOBBIX mpubopoB u MC; 0) HOBBIX MaTepuanax M HOBOH TEXHOJOTHHU
npoussojactea UC, BUC u CBUC.

III — V Semiconductor Integrated Circuits

III-V semiconductors attract the attention of scientists and manufacturers working in the
field of microelectronics. This interest is based upon the ability of these materials to satisfy a
wide variety of needs.

Technological applications include high speed processing, communications, sensing and
imagining, and many others. Integrated circuits with various combinations of MESFET, JFET,
bipolar, Gunn, Schottky diode, laser diode, optical detector, light guide, acoustic wave, and other
assorted functions are being explored, developed and utilized.

One of the first large-scale applications of III-V semiconductors was light-emitting
diodes (LEDs) which are two terminal devices that emit light when a forward-bias current is
passed through a p-n junction. An energy state and device construction is given in Fig. 3.
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When an electron in the conduction band combines with a hole in the valence band, the
energy is emitted as a photon and light is produced. Of course, non-radiative combination
processes and light re-absorption must be minimized for high efficiency. To emit light visible to
the human eye, a band gap near 2 eV is necessary to provide the proper photon energy, which
precludes use of the semiconductors except GaP, which produces red-green light.

At the beginning of the 1970's, the GaAs MESFET device was developed for use in
circuits such as microwave amplifiers operating in the frequencies range from about 2 to 12
GHz. The device is fabricated on a base of single-crystal semi-insulating GaAs. A GaAs film
containing a closely-controlled concentration of n-type dopant atoms is epitaxially deposited on
the GaAs wafer. The devices are completed by etching "mesas" or islands to electrically isolate
the device and by adding low resistance contacts and a gate electrode. The gate length is
typically 1 mm.

The first integration of GaAs MESFET transistors into logic gates was done in 1974.
These gates have been integrated into gated flip-flop integrated circuits and used for prescalers
and time-interval measurements. These GaAs integrated circuits operate at substantially higher
speeds than silicon ICs because of a combination of higher transconductance due to higher
electron mobility, and lower parasitic capacitance due to higher substrate resistivity. The higher
substrate resistivity in GaAs is a result of its larger bandgap. Semi-insulating GaAs material
naturally provides device-to-device electrical isolation.

Digital capability in GaAs has passed from the SSI (small-scale integration, ~ 10 gates)
realm into the MSI (medium-scale integration, ~ 100 gates), and is headed for LSI (large-scale
integration, ~ 1000 gates). Fabrication of an 8 x 8 bit parallel multiplier (1008 gates fabricated
from approximately 6000 transistors and diodes) has been recently reported, which is the most
complex GaAs integrated circuit reported to date.

GaAs IC technology is being developed to meet important system needs. Advanced
systems are faced with challenges which require significant advances in the rate of real-time
signal. An attractive objective is to convert analog microwave signals to digital format in a high-
speed A/D converter as close as possible to the microwave receiver front, and then to process the
data digitally. The bandwidth which can be achieved in GaAs should be capable of permitting
digital processing of microwave signals including A/D conversion to become a reality.

Yuurech roBOPpUTH.

3.26. Ha ocHOBE MpPOYMTAHHBIX TEKCTOB M BalllMX 3HAHUW IO CHEIUAJIbHOCTH

HOJTOTOBBTE COOOIEHUS HAa aHTTIMHCKOM S3BIKE IO CIICAYIOIIMM TEMaM:
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1. TexHOJOTHS TOIXYIPOBOJHUKOBBIX MPHOOPOB W HWHTETpaibHBIX cxeM. 2. HoBble
MaTepuainsl ¥ HoBble TexHosoruu B npoussozactse MC, BUC, CBUC.

3.27. U3yunte cxemy TexHolOruueckux nporeccoB (Puc. 4) u cocraBbTe aHaIOTMUHYIO
CXeMy Ha aHIJINHCKOM SI3bIKE.

3.28. CpaBaute HHPOPMAIIHIO, U3TOKEHHYIO B TEKCTE, CO CXEMOU TUTAaHAPHOTO MpoIiecca
MNpOM3BOJCTBA KPEMHHUEBOIO p-M-p TpaH3ucTropa. CocTaBbTe€ aHAJIOTHYHYIO CXeMy Ha
AQHTJIMMCKOM SI3BIKE.

3.29. IIpounraiite ctuxorBopenue Chip Fabrication, HanmucaHHoe OJJHUM U3 PEIaKTOPOB
xypHana IEEE Transactions on Electron Devices. JlaliTe moacTpouHblii (I CTHXOTBOPHBIN)
HIEPEBOI.

Chip Fabrication
We use an essential trick ~ And polish'd till you see
With gallium and arsenic  your face.

To make the crystals that Of any defects there's no
we

need; trace.

A fabrication line to feed. = And now the part the grow-




We heat them up until they ers hate,

fuse, We have to start to
fabricate.

A pressure cooker's what

we

use.

We put a perfect crystal in - We take the slices so
pristine

And then we draw it out And give them just an extra

again. clean.

And so a bigger crystal We put them into gases pure

grows And elevate their temper-

For hours and hours and no ature;

one knows Deposit nitride on their face

Exactly what it's going to To stop the loss of any trace

be

Until it's finished. It's O.D. Of arsenic, which if it
would

Is constant or approximate. £0

And some of us can hardly

wait Would make the concen-
Until to cylinder it's ground tration low.

And cut in slices almost Now phosphor glass is
round carefully

Added and patterned so that And if they are, then on we
we go

Selectively our ions may To the next step, which is
place, the gate

Not in the fire, but in their  So small we're forced to
space speculate

Appointed by designers skill Not whether we have made
To force the currents to it tall

fulfil
The power requirements But rather if it's there at all.
that's expected The gate contains titanium
(A slice that don't is soon And gold, of course, and
rejected.) platinum.

The opening for the gate re-
And now the activation's cessed,
checked A treatment, we have found,
To show us what we may is best To make devices that
expect exceed
We put the ohmic contacts  In yield, in power and in
down speed.
With royal metals, like a
crown
With lots of gold and plat- The wafers now with care
inum we take,
And don't forget germa- We don't want them to fall
nium. and break.

Nickel's last and we have We saw them up to little
heaven dice



Specifically at minus seven. And everything is looking
We probe the chips to see if nice.

we We toast success, we raise
Have currents that may con- our cup
stant be We bond them down, then

Within a few percent or so  blow them up.

PA3EJI YETBEPTBIN

OcnoBHoi Texket: Computer as It Is.
I'pammaTuueckne siBjieHusi: Turbl 00cTosTeabCTB. CIIOCOOBI UX BBISBICHUS B TEKCTE H
epeBoOI.
Jlekcuyeckne siBineHusi: KontekcryanpHoe 3HaueHue cioB: run, handle, background.
[TepeBon ciioB ¢ npedukcamu: extra-, trans-, co-, pre-, post-.
MATEPHAJIBI 1JI51 PABOTBI B AYJIUTOPUU
(BAHSITHUE ITEPBOE)
IIpoBepnTe, 3HAETE JIH BbI CJIEAYIONINE CJI0BA.
1) collect v, scene n, extensive a, intelligence n, extraordinary a, linear a, instruction n,
matrices n, command n, accuracy n, total a, detect v, correct a, programming n, variety n
2) mean v, means n, design n, tool n, solve v, purpose n, applicable a, task n, consider v,
state v, tremendously adv, simulate v, perform v, signfficant a, attempt n, brain n, surely adv,
similarity n, exist v, velocity n, manufacture v, expensive a, influence n, include v, compare v,
virtual a, accept v, demand v, require v, level n, merely adv, enable v, improve v, recently adv,
lead v, fill v, capability n, previously adv, point v, enhance v, availability n, expect v, particular
a, need v
O3nakoMbTeCh ¢ TepMUHAMH OCHOBHOI0 TEKCTA.
. arithmetic problems — apupmeTnueckme 3aauu
. to digest and analyse measurements — 0000IIaTh 1 aHATTU3UPOBATH U3MEPECHHUS
. memory-size — 00beM MaMATH
. secondary storage — BcromorareiasHoe 3Y
. central processing unit —LITY
. to feed —BBOIUTE
. to take out —BBIBOAUTH
. to issue commands — 3a7aBaTh KOMaH bl
. assembler language — accembuiep
10. running time — BpeMs pabOThI
11. bit-map — cxema pacrpeeneHus
12. a pointing device — yka3zaTenb
13. communication modalities - ctocoObl TpebsIBICHUS
14. database processing tools - cpencTBa 00pabOTKH 6a3bl JAHHBIX
15. distributed-processing system - cuctema 00pabOTKHU C pacnpee’eHueM

O 00 1 NN B~ W —

OCHOBHOI1 TEKCT

1. IlepeBenute mnepByto uyactb (I) OcHOBHOro TEKcTa B ayJUTOPUU YCTHO TOJ
PYKOBOJICTBOM IIpEIoIaBaTesIsl.

2. Ilpocmotpure Bropyro yacTth (II) OcHOBHOro TEeKCTa M KpaTKO H3JIOXKUTE €€
coJiepKaHue MO-PYCCKH.

COMPUTER ASIT IS

I. The word "computer" comes from a Latin word which means to count." A computer is
really a very special kind of counting machine.

Initially,” the computer was designed as a tool to manipulate numbers and thus solve
arithmetic problems. Although designed originally’ for arithmetic purposes at present it is
applicable for a great variety of tasks.



Nowadays computers are considered to be complicated’ machines for doing arithmetic
and logic. The computer may be stated to have become an important and powerful tool for
collecting, recording,” analysing, and distributing® tremendous masses of information.

Viewed’ in the contemporary® scene and historical perspective the computer simulates
man. Indeed,” two important and highly visible characteristics of man are his intelligence and his
ability to perform in and control his environment.'’

Significantly, man's attempts to understand the phenomena of intelligence, control and
power has led to simulations of his brain, of himself and of organizational and group structures
in which he most often finds himself. In the last 30 years man has made extensive use of the
computer for these simulations.

Surely, there are similarities with human brain, but there exists one very important
difference. Despite'' all its accomplishments,'” the so-called electronic brain must be
programmed by a human brain.

As already stated, originally computers were used only for doing calculations.

Today it would be difficult to find any task that calls for" the processing of large
amounts'* of information that is not performed by a computer. In science computers digest and
analyse masses of measurements, such as the sequential" positions and velocities of a spacecraft
and solve extraordinary long and complex mathematical problems, such as the trajectory of the
spacecraft. In commerce'® they record and process inventories, purchases (moxymka), bills,
payrolls (rutarexnast BemomocTh), bank deposits and the like and keep track of ongoing business
transactions.'” In industry they monitor'® and control manufacturing processes. In government
they keep statistics and analyse economic information.

A computer system can perform millions of operations a second. In the mid-1950's the
average" speed of main-memory”’ was about 10 ms, in the mid-1960's 1 ms, in the mid-1970's a
tenth to a hundredth of a microsecond and in the mid-1980's it largely increased.

The computer's role is influenced not only by its speed but also by its memory-size. A
large memory makes it easier to work with large programs, including data (compare linear
programming or regression analysis requiring large matrices).

The increase in main memory capacity has been spectacular’' too: mid-1950's 100
thousand bits, mid-1960's 1 to 10 million, mid-1970's nearly 1 billion bits. Secondary storage
has been greatly expanded by the use of discs. Primary and secondary storage have been
integrated by the virtual memory technique.

Although accepted for different purposes computers virtually do not differ in structure.

Any computer is, architecturally, like any other computer. Regardless® of their size or
purpose most computer systems consist of three basic elements: the input-output ports,** the
memory hierarchy and the central processing unit. The input-output ports are paths whereby”
information (instructions and data) is fed”® into the computer or taken out of it by such means as
punch cards,”” magnetic tapes and terminals. The memory hierarchy stores the instructions (the
program) and the data in the system so that they can be retrieved® quickly on demand by the
central processing unit. The central processing unit controls the operation of the entire” system
by issuing® commands to other parts of the system and by acting on the responses. When
required it reads’ information from the memory, interprets®” instructions, performs operations
on the data according to the instructions, writes the results back into the memory and moves
information between memory levels or through the input-output ports. The operations it performs
on the data can be either arithmetic or logical.

As stated above any computer is, architecturally, like any other computer in the early
days of computers. However, there are differences. They are the following: An early processor
used to be made of thousands of vacuum tubes. Reliability was measured in mere hours between
failures, and the cooling plant was often larger than the computer itself. Then, the transistor was
invented. The number of them was enormous in each mainframe. Besides, in computers of the
1950's, the transistors, diodes, resistors, capacitors and other components were mounted®® on
printed-circuit (PC) cards, A typical 5-in. card contained a dozen transistors and a hundred other



parts. A card might have contained a single flip-flop>* and a thousand cards were required to
build each computer.

In the early 1960's semiconductors makers created a wholly new technology: a whole
flip-flop could be integrated. Several of integrated circuits (ICs) could be mounted on a single
printed card.”®> Soon, improved fabrication processes enabled even more complex circuit to be
created in a single IC. The new technology was called medium-scale integration (MSI), and the
older technology was labelled®® small-scale integration (SSI). The progress towards smaller
computers continued.

If used for computers discrete transistors were too costly and unreliable, they were too
large and too slow.

In the 1960's advances in microelectronic components led to the development of the
minicomputer, followed more recently by an even smaller microcomputer. Both have filled a
need for small but relatively flexible’’ processing systems able to execute® comparatively simple
computing functions at lower cost.

In 1971, Intel Corp. delivered the first microprocessor, the 4004. All the logic to
implement™ the CPU, the central processing unit, of a tiny computer was put onto a single
silicon chip less than 1/4-in square. That design was soon followed by many others. The progress
toward smaller computers is likely to continue: there is already talk of nano-computers and pico-
computers.

When the central processing unit (CPU) of a computer is implemented in a single, or very
small number of integrated circuits, we call it a microprocessor. When a computer incorporates”’
a microprocessor as its major component, the resulting configuration is called a microcomputer.
When the entire computer, including CPU, memory and input-output capability, is incorporated
into a single IC, we also call that configuration a microcomputer. To distinguish*' between the
two microprocessor types, we call the latter a one-chip microcomputer.

Modern computers and microelectronic devices have interacted so closely in their
evolution that they can be regarded as virtually symbiotic. Microelectronics and data processing
are linked.*

Today the hardware in data-processing machines is built out of microelectronic devices.
Advances in microelectronic devices give rise to advances in data-processing machinery.

As previously pointed computers today are providing an expanding range of services to
rapidly growing pool (xosmdectBo) of users. Such facilities™ could make our lives easier, and
indeed they already enhance the productivity. Yet a bottleneck (TpymHocTth) remains which
hinders* the wider availability of such systems; this bottleneck is the man-machine
commumcatic barrier.

Simply put, today's systems are not very good at communicating with their users. They
often fail*’ to understand what their users want them to do and then are unable to explain the
nature of the misunderstanding to the user. Communication with the machines is sometimes
time-consuming.*® What are the causes of this communication barrier?

One of the most important causes of the man-machine communication barrier is that an
interactive computer system typically responds only to commands phrased with total accuracy in
a highly restricted*’ artificial® language designed specifically for that system. If a user fails to
use this language or makes a mistake, however small, an error’’ message’ is the response he can
expect.

II. Several developments have helped to reduce programming effort. High-level
languages like FORTRAN, ALGOL, PL-1, and COBOL have replaced assembler languages to a
great extent. There is a trend’' towards languages with a free format and more error checking.”
Thus programming itself takes less time since fewer errors are made and residual® errors are
detected and corrected more rapidly. ADA seems destined®® to become the dominant
programming language of 1980's. The term "ADA" comes from the name of Byron's daughter
Ada, Lady Lovelace. She was the first programmer in the world.

These high-level languages, however, require more compilation and running time, and



more memory space.

Currently,” almost all man-machine interaction takes place through typed input and
output. Superficially,” at least, it is this mode that human communication needs.

However, this type of man-machine communication is rapidly becoming outmoded®’ by a
generation of powerful personal computers. These machines are intended’® for dedicated use by a
single individual and feature an integral high-resolution, bit-map, graphics display with a
pointing device, as well as a conventional keyboard. This allows the computers to provide
multiple independent output channels. Besides extra communication channels, such machines
provide for different communication modalities: a graphics screen’” can display line drawings or
images® and produce attention-commanding effects such as highlighting (BeicBeunBath) or
flashing the background®' of certain areas or the screen.

The multiple communication channels and modalities allow for more effective
interaction.

Recent computer technology advances are the following: Voice annotations, Facsimile
images, High-drawn sketches, Animated sequences. The potential advantages of multimedia
communications technology are too great to ignore.

Many scientists are conducting a research on man-machine communication. The work is
ongoing. Of particular interest are information systems that model complex real-world events.

Active information systems are database processing tools intended to represent and
manipulate data descriptions of large real-world systems that have a complex dynamic
behaviour.”

It is apparent® that if the language of recipient and sender differs, the data of the message
cannot be used. Problems in understanding the content must be resolved by cooperation between
the sender and the recipient.

In automated information systems the computers must receive and at the same time
interpret and act on the data. In information systems, to be more explicit, the fields of computers
and communications are merging.64

In this case data reliability is a significant design factor. More and more data are stored in
machines without paper or manual backup.”” That data must be accurate, protected, and
available.

Besides computers and information systems are becoming more distributed. At the same
time the integration and coordination of the individual information systems and computers in an
organization are becoming more of necessity. This introduces new requirements, design
parameters, and tradeoffs.%

These considerations affect system issues ranging from the architecture of specific
computers to the architecture of overall information systems.

To sum up, computers have certain disadvantages. We have not given them those
common-sense skills” of interaction and communication that people find so natural and
effortless. Nevertheless computers are fast enough to permit man to control mechanisms having
rates of response exceeding his own reaction time.

The computer has made it possible to mechanize much of the information interchange
and processing that constitute® the nervous system of our society.

The versatility” and convenience’’ of the microprocessor has altered the entire
architecture of modern computer systems. No longer is the processing of information carried out
only in the computer's central processing unit. Today there is a trend toward distributing more
processing capability throughout a computer system, with various areas having small local
processors for handling operations in those areas.

There are a number of advantages to distributed processing. First, since many elements of
the computer can be working on different portions of the same task, the work may be done faster.
Second, if one element in the network malfunctions, its workload”' can be shifted to another
element or shared among several elements, so that the entire work is relatively immune to
failure. Third, the network can be small enough to be contained within a single laboratory or



building, or it can be spread out over a wide area.

A major obstacle” to designing an effective distributed-processing system is the
difficulty involved in writing the system's software, which must enable the various elements of
the network to operate and interact efficiently.

The method of processing data as well as available peripheral devices define computer
generations.”” We are now operating third and fourth generation computers and looking ahead to
the fifth. An advantage of the fifth generation will be the ability of people without knowledge of
programming to use computer terminals. Remote’* processing will be common too.

IIpoBepbTe, KaK BbI 3aIOMHUJIH CJI0BA.

4.1. IlepeBeauTe cieayIOMIMe CI0Ba, UCXO/ U3 3HAUCHHM, IPUBEICHHBIX B CKOOKAX:

1. countless a (6ecumnciennsrii), count v; 2. originally adv (mepBonadanpHO), origin n; 3.
distribute v (pacnpeznensats), distribution n; 4. view n (0030p), view v; 5. accomplishment n
(BemostHenue), accomplish v; 6. recording n (3amuck), record v; 7. sequent a (TIOCHETYIOIIHIA),
sequence n; 8. storage n (xpaHeHue), store v; 9. average a (cpenuuii), average v; 10. entirely adv
(momHOCTRIO), entire a; 11. issue n (HOMep, BBITYCK), issue v; 12. interpretation n (TpakToBKa),
interpret v; 13. flexible a (ru0kuit), flexibility n; 14. implement v (BbImonHATE), implementation
n; 15. distinguish v (ormnmmuarte), distinguishable a; 16. facilities n (cpencTBa BBIOIHEHHS
pabotsl), facilitate v; 17. fail v (otka3zats), failure n; 18. currently adv (B HacTosiiee Bpems),
current a; 19. error n (omubka), erroneous B

4.2. Onpenenute 3HAYCHUS AaHTTTUICKUX CJIOB, UCXO/ISl U3 KOHTEKCTA!

1. xommbroTepsl — complicated MammHBI, 2. YeNOBEK Bcerga attempts IO3HATH
environment; 3. oOpabateiBath Oomnbiirie amounts of nHdopmanuu; 4. komneiorep previously
UCTIONIB30BAJICA U counting; 5..KOMIBIOTEPHl MONitor MPOMU3BOACTBEHHBIMH TIpolieccamu; 6. B
HAalllM IHU 00bEeM MaMATH KOMIbIOTepa is spectacular; 7. transactions Hay4HOro oomecTa Oy1yT
omyOsinkoBaHkl; 8. regardless of pasmepa n Ha3HAYCHHSI KOMITBIOTEP COCTOUT 13; 9. nH(popManus
is fed unu BeIBOAMTCS uepe3 input-output ports; 10. to issue KOMaHIbl B KaXIyl0 cuctemy; 11.
ctapas texHoyorusi Opua labelled SSI; 12, to implement moBomsHO mpocThie GyHKIMU; 13. to
fail BEIMOJTHUTE 3a/1a9y M3-32 HEXBATKH; 14. omepalus consumes MHOTO BpEMEHH

4.3. TlepeBenute cnenyromue cinoBa. OOpatuTe BHUMaHUE Ha 3HAUYEHHUS NPe(pUKCOB
extra- — BHe, He-; trans- — 3a-, 4epes-, TpaHC-, 0 Ty CTOPOHY; co- —BMecTe; fore- —repen,
3apaHee; pre- — J10, IpeJ; post- — mocie.

extra-: extraordinary a, extrasensory a, extraterrestrial ¢

trans-: transaction n, transatlantic a, transform v

co-: coexist v, coauthor n, cooperate v

fore-: foresee v, foretell v, foregoing a, forerun v, foremost c

pre-: preheat v, predetermine v, prehistoric a

post-: postwar a, postdate v, post-graduate n

O6cynte cofepKaHnue TEKCTa.

4.4. Ilpocmorpute Tekcr eme pa3 (I ugacts). OTBeTbTE Ha BOMNPOCHI, HCHOIB3YS
nH()OPMAIIHIO TEKCTa:

1. What is the origin of the word computer? 2. What were the first computers intended
for? 3. What kind of a machine is the computer? 4. Why has man made extensive use of the
computer? 5. What are the similarities of the computer with human brain? 6. What does the
computer do in science, in commerce, in industry and in government? 7. Why do we widely use
the computer in spite of its high cost? 8. What can you say about the speed and the capacity of
computer's memory? 9. What do you know about the architecture of the computer? 10. What's
the function of the input-output ports? punch cards? magnetic tapes? terminals? the central
processing unit? 11. What can you say about the 1960's advances in microelectronics? 12. What
is a microprocessor? 13. What technology is called MSI, LSI, VLSI, VHSIC?

4.5. O6006mMTe MHGOpPMaIHio, faHHYO B TekcTe (I gacTp).

4.6. I[TpocmotpuTte Bropyto yacTh (IT) OcHoBHOrO TekcTa. CooOImIuUTE, YTO BBl Y3HAIH O:

1. high-level languages; 2. assembler languages; 3. man-machine interaction; 4. personal



computers; 5. different communication modalities; 6. active information systems; 7. data
reliability, 8. microprocessor and its abilities

4.7. Cnenaitte anHotanuio BTopoi yactu (IT) OCHOBHOTO TE€KCTa Ha aHTIIMICKOM SI3BIKE.

[IpoBepbTe, ymMeeTe i1 BBl IEPEBOIUTH YKa3aHHBIC CPEJCTBA BBIPAKEHUSI 0OCTOSTEIHCTB.

4.8. IlepeBeaure peueBble OTPE3KU, B KOTOPBIX 0OCTOSATENHCTBO BBIPAXKEHO:

1. uHGUHUTHBOM:

a) 1. To manufacture silicon microcircuits well-defined specifications should be
observed; 2. To improve the resistance and delay times the designer pays attention to

0) 1. In order to diffuse the semiconductor crystal we add; 2. In order to obtain pure
silicon it is necessary

B) 1. so as to make the diode conduct; 2. so as to substitute dopant atoms for
semiconductor atoms

2. mpuyactuem l:

a) 1. When depositing the material care should be taken; 2. When inserting an atom into
the silicon lattice we create

6) 1. While processing the data the computer makes; 2. While comparing the
circumstances they noticed that

B) 1. Processing a wafer of silicon we used; 2. Having processed a wafer of silicon we
used; 3. Transferring an electron to the impurity atom an adjacent atom fills the hole; 4. Having
transferred an electron the adjacent atom creates a new hole

r) 1. Being protected by surface layer of silicon dioxide the adjacent areas can block; 2.
Being exposed to diffusion the microscopic regions can be defined

3. mpuvactuem I1:

a) 1. When cooled the metal provides; 2. When etched the silicon dioxide demands

6) 1. If doped with phosphorus or other pentivalent element silicon is called; 2. If coated
with a photosensitive organic compound the surface of the silicon dioxide can change

B) 1. Although accepted for different purposes the computers have the same; 2. Although
used for etching an acid can be applied to

r) 1. Viewed from space the Earth seems; 2. Based on reactive gas plasma technology the
semiconductor industry can

n) 1. As previously pointed there exist two lines of development; 2. As already stated,
oxygen concentration influences many silicon wafer properties.

4. repyHaueM:

a) 1. In obtaining the possibility of change the designer can face; 2. On obtaining the
possibility of change the designer could attack

6) 1. With forming high frequency transistors and integrated circuits the engineers could;
2. Without forming high frequency transistors and integrated circuits the engineers could not; 3.
By doping the semiconductor we can

B) 1. In spite of being charged the particles can be used to; 2. In addition to creating
insulating areas oxidation offers a practical method for growing silicon oxides at low
temperatures.

5. CJIOBOM as M €ro COYETaHUsMMU:

1. as a result of advances; 2. as an example of innovation; 3. as a consequence of the
deposition of thin films; 4. as a matter of fact a semiconductor is intermediate between insulators
and conductors; 5. as far as the interior of the crystal is concerned; 6. as far as they use poor
conductors; 7. as long as oxidation has been a keystone process of silicon device technology
they; 8. as soon as plasma etching was used they, 9. as much as possible; 10. as thin as possible;
11. such as; 12. as follows; 13. as distinguished from the tube
Y4durech YMTATH.

Teker 4.1. IlpounTaiite Tekct. Ckaxwure, 4To Bl y3Hamu o: speed of the computer,
hardware, video display, key board, the major piece of hardware. IIpounraiiTe TekcT eme pas.
OszarnasbTe ero.



A computer is nothing more than a collection of circuits that do a few simple tasks, one at
a time. The key is the speed at which these circuits operate and signals that control the flow of
electricity through the circuits.

So, how about a tour in the computer jungle? We start with a look at the hardware itself.
The part that looks like a small television set is called a video display or CRT for cathode ray
tube or simply the tube. It actually is a lot like a television set in that it may display several
colors or just one.

Next is the keyboard which allows the user to communicate with the computer. It is
important that the keys be comfortable.

The last major piece of hardware is the processor and disc storage unit or units. This may
be one box or several different boxes.

Teket 4.2. [Ipounraiite Tekct. HazoBute mpeamer onucanus. C 4eM ero cpaBHHBAIOT?
Kakwue omepanuy OH MOXKET BBITTOJHSATH?

The Heart of the Computer

The processor is the "brains" of the computer, the location of those fantastically small
circuits. Think of it as an overworked adding machine that also can make simple logic decisions.

It can decide that two numbers are equal or not equal, that a certain condition does or
does not exist in the circuitry. It can decide that things are true or false based on rules the
programmer supplies to make that decision. This, combined with the ability to add and subtract
at lightning-fast speeds and store the results of these processes, allows the programmer to give
step-by-step instructions to be carried out on command.

Texer 4.3. IlepeBenute TekcT ycTHO 0Oe3 cioBapsi. Bpems mepeBoja HeE JOIKHO
OpEeBHIIATh 5 MHHYT. 3HAUCHHs BBIJCIICHHBIX CITOB BBl CMOXXETE MOHATH W3 KOHTEKCTA.
O3ariaBbTe TEKCT.

Although the idea of an automatic computing engine occurred first to Charles Babbage in
1832, it was more than a century later, in 1945, that John von Neumann set out the principles that
were to fix the pattern of computer design for the next twenty years. We are now operating third
and fourth generation computers, and looking ahead to the fifth, but these are generations marked
by evolutionary changes in component technology rather than by revolutionary new concepts.
Most of today's computers follow the von Neumann model, and probably many of tomorrow's
will do so also. In particular, they have a rather rigidly organized store, holding both instructions
and data; and, although some overlap of operations occurs, in general they tiptoe through their
programs in ministeps. There can be no doubt that computers of this kind are powerful, versatile
tools; but it would be surprising indeed if one type of machine were to prove equally suitable for
all types of problems; and it may be that some problems of practical interest to us are too
difficult, or too expensive, to solve on von Neumann machines.

Texct 4.4. IlepeBenure TEKCT NMUCBMEHHO €O cioBapeM. Bpems mepeBoja He JOHKHO
MpeBbILIATh 15 MUHYT.

Personal Computer

The first personal computer (PC) was put on the market in 1975.

Today the personal computer can serve as a work station for the individual. Moreover,
just as 1t has become financially feasible to provide a computer for the individual worker, so also
technical developments have made the interface between man and machine increasingly
"friendly", so that a wide array of computer functions are now accessible to people with no
technical background.

A personal computer is a small computer based on a microprocessor; it is a
microcomputer. Not all microcomputers, however, are personal computers. A microcomputer
can be dedicated to a single task such as controlling a machine tool or metering the injection of
fuel into an automobile engine; it can be a word processor, a video game or a "pocket computer"
that is not quite a computer. A personal computer is something different: a standalone computer
that puts a wide array of capabilities at the disposal of an individual.

The first generation of true personal computers, which came on the market between 1977




and 1981, had eight-bit microprocessors; the most recently introduced systems have 16-bit ones.
Now 32-bit microprocessor chips are available, and soon they will be included in complete
computer systems. As for clock frequency, the trend has been from one megahertz (one million
cycles per second) a few years ago to 10 megahertz or more today.
MATEPHAJIBI 1JIS1 CAMOCTOSITEJIbHOM BHEAYJIUTOPHON PABOTHI
(ITOCJIE TEPBOTI'O 3AHSATHUSA)
N3yunTe ciaenyromue rue3aa ¢JioB U CJIOBOCOYETAHMIA.

1.count v 1. cuuTaTh, HOACUYUTHIBATE; 2. TojlaraTbcsa Ha count n 1. mojcueT; 2. eJUHUIIA

nojicueTa

countable a ucuucnsiembit

counter n C4eTUYNK

2.initially adv B HauanbHOM CTaUU, B UICXOIHOM MOJOXKECHUH

initial a HayaJIbHBIM, IEpBOHAYAIBHBII

initiate v 1. MOMOXUTH Ha4aso; 2. BOSHUKHYTh

3. originally adv cHauana, nepBoHaYaILHO

original a 1. mepBOHaYalbHBIN, UCXOTHBIN; 2. TOATUHHBINA

originate v 1. 1aBaTh Ha4aso, MOPOXKIATh; 2. OpaTh HAYAJIO

4. complicated a cI0XHBIN; 3aTyTaHHBIN

complicate v yCIOXXHATH

5. record v 1. 3anuchiBaTh; 2. pErHCTPUPOBATH

recording n 3anuck

file recording 3amuchk ¢aiina

master recording TJIaBHas 3aIACh

recorder n 3aMKChHIBAOIIEE YCTPOUCTBO

6. distribute v 1. pacipenensiTe; 2. pacpoCTPaHATH

distribution n pacnpenenenue

defect-density distribution pacnpeneneHue mI0THOCTH 1e(EKTOB

distributor n pacnpeaenuTeILHOE YCTPONCTBO

7. view n 1. Touka 3peHws; 2. BUI; B3I

view v 1. paccmaTpuBaTh; 2. YYUTHIBaTh

view point Touka 3peHus

object in view nmocTaBicHHAs 11E]Tb

8. contemporary ¢ 1. COBpeMEeHHBII; 2. OTHOBPEMEHHBII

contemporary n COBpeMEHHHK

9. indeed adv Ha camom neie, AEHCTBUTEILHO

10. environment n okpy>keHHE, cpea

environmental testing UCIIBITaHHE B YCIOBUSAX, MOJICIUPYIOUINX 3KCILTyaTallUOHHbIE

11. despite prp HECMOTpS Ha

in spite of HecMoTps Ha

12. accomplishment n 1. BeimonHeHue; 2. 3aBepIIeHUE, TOCTHKECHUE

accomplish v 1. BEIMONHSTH; 2. 3aBepIIaTh, TOCTUTaTh; 3. COBEPIIICHCTBOBATh

13. call for v 1. TpeGoBatp; 2. mpemycMaTpuBaTh

call attention to oOpamaTh BHUMaHUe

14. amount n 1. Benn4uMHA; KOJIUYECTBO; 2. CyMMa, UTOT

amount v 1. COCTaBIATh; 2. JOXOAUTH JI0; CBOIUTHCS K

15. sequential a 1. sBnsrOIIMIACS MPOAOIKEHUEM; 2. TIOCTEA0BATEIbHBIN

sequence n 1. mOCIeI0BATEIBHOCTB; 2. CIIEICTBUE, PE3YJIbTAT; 3. CIeIOBaHUE, PSJI

sequence of events xo11 COOBITHI

in sequence OJIMH 3a APYyTUM

sequencer n 1. ycTaHOBKa Jis NMPOrPAMMHUPYEMOM BKJICHMKM KOMIIOHEHTa B JICHTY; 2.
YCTPOMCTBO 3aJaHUS TIOCIIEI0BATEIILHOCTH

sequencing n 3aJIaHUe MOCIIEA0BATEILHOCTH



16. commerce u TOprois

commercial a 1. TOproBeIif; 2. cepuiHbIif

17. transactions n pl 1. TpyabI (HaygyHOTO OOIIIECTBA); 2. BEICHUE JIETOBBIX OMEpaluii
18. monitor v cieauTh, KOHTPOIUPOBATH

19. average B 1. cpeHuii; 2. IpOMEKYTOUHBIH

average v 1. COCTaBJISTh B CPEAHEM; 2. YCPEIHATH

average W CpeIHssl BeIMINHA

20. main-memory n rjaaBHas MaMsTh

main a rJIaBHBIA, OCHOBHOM

mainly adv rmaBHbIM 006pa3zom; O60bILIEH YaCThIO

mainframe n OCHOBHOI KOMITBIOTEP

21. spectacular a 3¢ (hekTHBI, 3aXBaTHIBAIOIIHIA

22. storage n 1. XxpaHeHue; 2. 3arioMHuHaro1ee ycrpoictso (3VY), naMarsb
store v XpaHHUTb, HAKaIUTMBAaTh; 3aIIOMUHATH

23. regardless of prp He cunTasACh; HE3aBUCUMO OT; HECMOTPSI HA
regard v 1. cMOTpeTh Ha 4TO-JI.; CUYMTATh; 2. paCCMAaTPUBATh;

3. xacaTbcs; 4. OTHOCUTHCS

in regard to OTHOCUTENBHO; YTO KacaeTcs

as regards OTHOCUTEIHLHO

24. port n: input port BXxoJ

output port BEIX0OX

25. whereby adv mocpencTBOM 4ero-i.; TeM caMbIM

26. feed v 1. nurarte; 2. mojgaBaTh, CHA0XKaTh

feed n 1. muranue; 2. cHaOKeHUE

feedback n obpaTHast cBsI3b

feeder n mogaroMMil MEXaHU3M

27. punch card nepdopupoBanHas kapta

punch v komnoctupoBath, IpoOKUBATH

card n 1. kapra; 2. utara, meyaTHas miaTta

double-sided card nBycTOpOHHSISI Ie4aTHAs TIaTa

28. retrieve v 1. BOCCTaHABIMBATh; 2. UCTIPABIIATH; 3. OTBICKUBATH HH(POPMAIIUIO
retrieval n 1. BoccTaHOB/IEHHE; 2. TIOUCK

29. entire a 1. LebIi, ONHBIHI; 2. BECh

entirely adv momHOCTBIO; COBCEM, COBEPIIICHHO

30. issue y 1. IpOUCXOANTD, TOMYYaTHCS U3; 2. BRITEKATh; 3. BBITYCKATHCS, N3]aBATHCS
issue n 1. Bompoc; 2. BEIYCK; 3. pe3yabTaT, HCXOJ

31. read v 1. uuTaTh, CUNTHIBATh;, 2. CHUMATh ITOKA3aTEIIN
readings n mokasarenu npuoopa

to read while writing c4MTBIBaTH OJHOBPEMEHHO C 3aITHCHIO
card read cuutpiBanue ¢ nephokapt

readback n cunThIBaHHE TOJBKO YTO 3aMMCAHHON MH(OpMAITIH
32. interpret v 1. mpeoOpa3oBbIBaTh; 2. OOBICHATD, TOJIKOBATh
33. mount v 1. MOHTHpOBaTH; 2. COOMPAThH

mounting n 1. yctaHOBKa; 2. MOHTaX, cOOpka; 3. oropa

chip mounting MOHTaX KPUCTAJJIOB (Ha IJIaTax)

34. flip-flop n 1. Tpurrep; 2. 6GUCTAOMIBHBIA MYIBTHUIUITUKATOP
clocked flip-flop TakTupyemslii Tpurrep

gated flip-flop cTpoOupoBaHHBIi TpUTTEP

35. printed card nepdoxkapra; neuaTHas cxema

printed circuit meuaTHas cxema

print n TpacdaperHas ne4yars; ceTkorpapus

contact print KoHTakTHas GoronuTorpadus



screen print TpadapeTHas nevyarb

printer n mpUHTEP

printing n murorpadus

36. label y 0603HauaTh, MapKupoOBaTh

labelling n MmapkupoBaHue

37. flexible a ruOKwMii, TOABHIKHBIN

flexibility n ru6xocTh

38. execute y BBIMIOJIHATH, UCTIOTHSITh

execution n BBITIOJTHEHUE

39. implement v OCyIIECTBIIATh, BHIMOTHSITh

implementation 1 oCyIecTBICHHE, BHITTOTHEHNE

40. incorporate v 1. BKITI04aTh; 2. 00bEIUHATH

incorporation n 00beIMHEHHUE, KOPITOPALIHSI

41. distinguish v 1. pa3nuyatp; 2. OTIMYATh, BBIACIATH

distinguished a BeImaronUiics, H3BECTHBIN

as distinguished from B oTinuue ot

42. linkv coequHsTH

link n ¢BsI3b; 3BEHO

43. facilities n pl 1. ycrpoticTBa; 2. BO3SMOXHOCTE; YCIOBHS

facilitate v oGner4yarsb

custom facilities anmapatypa ais pa3padotku 3aka3HbIXC

clean/white-room facilities 060Bym0BaHUE A7 YUCTOM KOMHATHI

design facilities anmapatypa I TPOSKTHPOBAHMUS

fabrication facilities TexHoOrHUeckoe 00OpyIOBaHNE

44. hinder v 1. memaTh, NpeNsATCTBOBATH; 2. 3a/1€PKUBATh

hindrance n momexa, mpensTCTBUE

45. fail v 1. oTka3aTh nelcTBOBaTh; 2. HE yAaBaThCs; 3. OBITh HE B COCTOSTHUU

without fail HempemeHHO, 00s13aTEABLHO

fail-proof ¢ 6e30TKa3HBIH

fail-safe a Hafge)KHBIN TTPU OTKAa3€ OT/ACIBHBIX JIEMEHTOB

failsoft a orpanrmueHHO HAJCKHBII

failure n 1. moBpeXxneHne, OTKa3, HEUCIPABHOCTD, 2. HECTIOCOOHOCTh, HEBO3MOXKHOCTh
degradation failure mocreneHHsbIl 0TKa3

infant failure panHmii oTka3

oxide failure nedext okcuaHOTO CIIOS

46. consume vV HoTpeOJISITh, MOTJIONIATh

consumption n nmotpedIeHUE, pacxos

47. restrict v orpaHUIMBaTh

restriction n orpaHMYCHHE

48. artificial a CKyCcCTBEHHBIN

49. error n ommOKa; NOTPEIIHOCTD

trial and error method metox mpo6 u ommoboK

erroneous a OMmMuOOYHBIHI

50. message n 1. coobmienwue; 2. naopmarus

51. trend n 1. o01iee HanpaBleHUE, TEHACHIINS; 2. XOJI, TCUCHUE

trend v 1. UMeThb TEHAECHIINIO, 2. OTKIOHSITLCS

52. cheek v 1. mpoBepsTh, CBEpsITH; 2. 3aACPKUBATh; 3. COOTBETCTBOBATH; 4. COBMAAAThH

check n mpoBepka, KOHTPOJIb

checker n mpubop 1 npoBepku

crystal checker mpuGop a1 MPOBEPKH KPUCTATIIOB

check-out n npoBepka, oTiaaka

53. residual a ocrarounsbIit



residual n 1. octarok; 2. pa3HOCTh

residue n 1. ocTaTok; 2. ocamok

54. destined a npeHA3HAYCHHBIN

destine v 1. nmpeqHa3Havath; 2. Ha3HAYATH

55. currently adv B HacTosmIee Bpems

current a COBpEMEHHBIN, TEKYIIUI; UMEIOIIHUNCS

current n MOTOK, TOK

56. superficially adv moBepXHOCTHO, Ha TIEPBBI B3I

superficial a MOBEpXHOCTHBIN, HETITyOOKHIA

57. outmoded a yctapeBuuit

58. intend y 1. HamepeBaThCS; UMETH B BUIY;-2. IPEAHA3HAYATH

intended a mpeanonaraeMsblii; mpeaHa3HAYCHHBIH

59. screen n 1. Tpadaper; 2. 3kpan; 3. ceTka; 4. oTOpaKOBKa

screen y 1. 3amumiaTh; MaCKUpOBaTh; 2. MPOBEPATh

screener n ycraHOBKa TpadapeTHoi revyaTn

60. image n 1. u3o0paxxkenue; 2. oTpaxeHue; 3. mogooue

image v popMHpOBaTh pUCYHOK

to image a pattern onto a wafer mepeHOCUTh pUCYHOK Ha MOJYyNPOBOMHUKOBYIO TUIACTUHY

imagery n u3o0paxeHue, pucyHoK

61. background n 1. poHn; 2. ocHOBa; 3. TOATrOTOBKA; 4. MPEANIOCHUIKA, HICTOPUS BOIIpOCca

historical background ucropus Borpoca

background of experience HaKOIIIIEHHBII OTBIT

62. behaviour n 1. moBenenue; 2. pexxum; 3. XapaKTepUCTHKA

behave v BecTu cels

transient behaviour mepexoHbIN peXHM

63. apparent a 1. O4eBHIHBIH, SBHBII; 2. HAOII0JaEMBIN

apparently adv oueBugHO

64. merge v 1. cauBaThCs, COETUHATHCS; 2. TTOTJIOMATh

65. backup n 1. noxnepxka; 2. pe3epBUpOBaHUE

66. tradeoff n 1. cormacoBanme; 2. KOMIpOMHCC; 3. CpaBHHUTEIIbHAs OIICHKA;
aNTbTepHATHBA

trade off v 1. coracoBrIBaTh; 2. CONOCTABIATh

trade-off studies cpaBHUTENbHBIE HCCIIEAOBAHUS

67. skill n ymenue, onbsIT

skilled a kBamupUUIMPOBaHHBIN, ONIBITHBIN

skilful a mckycHBI, ONTBITHBIN

68. constitute v 1. cocTaBisTh; 2. OCHOBLIBATH

69. versatility n pa3HOCTOPOHHOCTH, MHOTOT'PaHHOCTh

versatile a MHOrocTOpoHHUH, THOKUI; YHUBEPCATbHBIH

70. convenience n y100CTBO

convenient a yJ100HBIHN, TOAXOASIIUN

71. workload n: load n 1. Harpy3ka; 2. rpy3

load v 3arpyxarp

loaded a 1. Harpy>keHHBI; 2. CMOHTUPOBAHHBIN

72. obstacle n mpensiTcTBUE, TOMEXa

73 generation n 1. mokojeHue; 2. MOpoXKaeHUE; 3. cO3/1aHne, 00pa3oBaHUE

generate v 1. mopoxxaathb; 2. IpOM3BOAUTH, TEHEPUPOBATH

generator n 1. renepaTop; 2. 1aTYUK, U3MEPUTEIBHBIN PeoOdpa3oBaTeIh

74. remote a 1. oTHaNeHHBIN; 2. IEHCTBYIOUINI Ha PACCTOSHUM, JUCTAHIIMOHHBIN
IIpoBepbTe, KaK BbI 3aIOMHIJIH CJI0OBA.

(1 —10) to count the layers, to count dice, countable benefits; an initial mode; originally
the computer is gigantic; complicated arrangements; to record large amount of information; to



distribute functions, the distribution of wafers; to view achievements; to view the resources; the
point of view of an engineer; to protect environment; the environments of the spacecraft

(11 - 20) despite the circumstances; to accomplish the task; to call for amplification; an
amount of acid; the sequential positions of slices, the sequence of operations; the sequence of
events; to use computers in commerce; to expose transactions; to monitor production processes;
an average amount of alloy, to increase memory-size

(21 — 30) the memory capacity is spectacular; to store information; regardless of the
advances; to feed information through the input-output ports; the instructions are retrieved on
command; to fill an entire space; to depend entirely on gap; to issue commands

(31 — 40) to read information from the memory; to affect the instrument readings; to
interpret the commands; to mount substrates; to mount IC on a single printed card; to need a
flexible processing system; the flexible processing system; the flexibility of the procedure; to
execute computing operations; to execute a task; to implement sputtering, to implement a
substitution; to incorporate many components

(41 — 50) to distinguish objects at a distance; to distinguish tools; to link the tops; the
link between two species; the sequence of facilities; to establish new facilities; to hinder the
passage; to hinder the availability, to fail to insert; the failure of a processor; the device failed; to
improve the tool without fail; to consume much energy, to restrict the consumption; a highly
restricted artificial language; the origin of an error; an erroneous response; to receive an error
message

(51 — 60) the trend of development; to check the performance of an operation; to denote
residual errors; a current event, current efforts to define; superficial knowledge; the mode of
handling in formation; to intend to complete, an intended perfection; the image of a mask

(61 — 70) the background of the screen; the background of an engineer; the background
of the technique; the behaviour of electrons; an apparent shift; an apparent mark; roads merge; to
trade off the responses; prediction tradeoff; the versatility of microprocessors; a convenient
pattern; the convenience of processing

(71 — 74) an obstacle to designing; the fifth generation of the computers
3ananus kK OCHOBHOMY TeKCTY.

4.9. 3anumure KpaTko coaepxkanue neppoid yactu (I) OCHOBHOTO TEKCTa C MOMOIIBIO
NPEMKATUBHBIX TPYIII, HAIIPUMED:

1. ... comes from a Latin word; 2. ... was designed as a tool; 3.... are considered to be a
complicated machine, etc.

4.10. Haiinnte B TEKCTE aHTTMHCKUE SKBUBAJICHTHI CIICIYIOIINX PEUYEBBIX OTPE3KOB:

1. cpenctBo st cOopa, 3alUCH, aHAIW3a M PACHPEACICHUS OTPOMHOM MacChl
UHPOpPMANWK; 2. TONOBITKA TIOHSATH IPOLECCHl MBIIUICHHUS, 3. WHTCHCUBHOE IPHMEHCHHE
KOMITBIOTEpA UIS MOJICIUPOBAaHUs; 4. PEIICHHE CIOKHBIX MaTeMaTHYSCKHX 3a/1ad; 5. XOTs
KOMITBIOTEPHI MPUMEHSIOTCS ISl pa3IMYHBIX IIeJiei; 6. He3aBUCHMO OT pa3Mepa M Ha3HAYCHHS
CHCTEMBI KOMITBIOTEPA COCTOSIT; 7. YIPABJIAThH ONEPAIMSIMU BCEH CUCTEMBI, T10/1aBasi KOMaHIbI; 8.
pa3BUTHE MHKPOIJICKTPOHHBIX KOMIIOHCHTOB TPUBEIO K MOSIBICHHUI0 MHKPOKOMITBIOTEPA; 9.
YIOBJIETBOPUTH HEOOXOJAUMOCTh B MaJbIX, HO OTHOCHTEIBHO THOKHX MPOIIECCOPHBIX CUCTEMAX;
10. onpenenuTs pazauyue MEXIy IBYMsSI MUKPOIPOILECCOPHBIMU cxeMamu; 1 1. mpenarcTBoBaTh
MIUPOKOMY PAaCHPOCTPAHCHHUIO TAKUX CHCTEM; 12. 4acTO HE MOTYT MOHSTH MOJIb30BATEIS

4.11. Ycrao niepeBeaute BTopyto yacth (IT) OcHoBHOTO TEKCTA.

4.12. IlucbMeHHO B BHUJE aHHOTALMU HM3JI0XKHUTE MO-PYCCKH COJEP)KaHUE BTOPOM 4YaCTH
(IT) OcHOBHOTO TEKCTA.

4.13. 3apmaiite Bompochkl coOecemHUKY TO coaepkaHuto OCHOBHOTO TekcTa. THIibl
BOIIPOCOB:

1. What is the (computer) like? 2. What is the (computer) used for? 3. What does the
(computer) do in (commerce)? 4. What do you know about the (central processing unit)?

4.14. Jlaiite onpeneneHus CIEAYIOMNX TEPMUHOB:

1. input-output ports; 2. memory capacity, 3. average speed of main memory; 4. primary



and secondary storage; 5. punch cards; 6. small-scale integration; 7. interpretation of instructions
IIpoBepbTe, cMOKeTe JIH BbI IEPEBECTH.

4.15. TlepeBenute, oOpamiasi BHUMaHHE HA (OPMY BBIPOKEHHSI 0OCTOATEIbCTB!

1. The design effort necessary for assembling several dice within the same package was
more easily and earlier achieved than the integration of several discrete components onto a single
die. 2. Being quite different from vacuum tubes and transistors, masers operate entirely on
quantum principles. 4. Using the same mask-making programs and machines as for silicon, we
use photolithography to define the topology of resistors, capacitors and interconnections. 5. In
order to shorten the time required to perform instructions, it is desirable to perform as many
operations as possible in parallel. 6. To be more economically competitive, more and more
systems will incorporate micros. 7. By fabricating dozens of transistors together on a single
small silicon chip, using the same fabrication techniques used for single isolated transistors, a
whole flip-flop could be integrated. 8. Viewed from the outer space the most striking feature of
the Earth is the large expanse of water.

Yuurtech YHTATH U EPEBOAUTD.
Texker 4.5. [IpounTaiiTe TEKCT U COCTaBbTE AHHOTALIMIO HA AHTTIMHCKOM SI3BIKE.
Computer Trends

Now that we are well into the Eighties, we can ask what new computer developments we
should expect for the remainder of this century and on into the next. Are there new
breakthroughs or turning points forecastable or will the decade see only continued, rapid
evolutionary developments?

Microchip hardware components, computers memory and software have been moving
into the future along multiple trend paths. Some of these trends are taking new directions, while
others are merging.

Computer technology will soon advance into mixed-technology, silicon microchips that
combine digital and analogue circuitry. Contained within the same component chips could be:
digital logic, memory, communications circuits, signal processing, sensor circuits, interface
logic, data converters, display elements, voice synthesis, voice recognition and much more. In
this fashion, a new set of basic components will exist to smarten up (yIy4muTs IeHCTBUE) MOSt
computers and communication subsystems in the future — thus marrying the computer with
communications and forcing more changes, more uses and more distribution.

Multichips will continue to become more dense, moving from Very Large-Scale
Integration (VLSI) circuit components to Very High-Speed Integrated Circuits (VHSIC) to Ultra
Large-Scale Integration (ULSI) to wafer-multichip systems components. As circuit integration
level increases, computers of larger and larger capability will be integrated as single microchip
components — thus providing "component-computers".

Next, multiple computers will be placed into single microchip components and later on
wafers as ""component computer systems". Step function increases in microchip circuit density
also lead to ‘step-function increases in computer capability. This trend allows future
microcomputers and chip component computers to reach mini- and maxicomputer capabilities,
thus causing their possible future takeover of (oxep:xare mobemy Ham) or merger with larger
computers, especially, as computers move beyond super micros using VHSIC and ULSI
hardware.

The higjaer the integration level, the more opportunities — and the longer it takes to use
up opportunities once a manufacturer or a nation chooses a technology level, e.g. VLSI, or
VHSIC at 30.000 circuits or at 300.000 circuits as a standard.

Texcr 4.6. [lepeBeaure TEKCT NTUCBMEHHO €O ciaoBapeM. Bpemst nepeBona —10 MuHYT.

Languages

The proliferation of languages that has been going on for some time will continue
indefinitely. Most of the new languages will be aimed at making it easier to perform specialized
kinds of processing. The trend will be away from Procedure Oriented Languages toward
languages that will allow the user to specify what task the system is to perform, rather than how




the system will perform the task.

By far the greatest challenge in the language area will be to develop new and more
powerful general-purpose languages. The concepts of parallel processing and distributing
computing call for new approaches to the description and solution of large-scale, complex
problems. These languages will have to accommodate a degree of system complexity and
coordination far beyond the ability of most existing languages.

MATEPUAJIBI IUIS1 PABOTBI B AYAUTOPUU (BAHATHUE BTOPOE)
IIpoBepbTe TOMalIHee 3a1aHHe.

4.16. OTBeTHTE Pa3BEPHYTO HA CIECAYIOIINE BOIPOCHI:

1. In what way can electronic brain be compared with human brain? 2. What is a micro?
How is it used? Is it merely a cheap replacement for a conventional computer? 3. What problems
does the advent of the micro pose? 4. What do we mean by the "machine communication
barrier"? 5. What steps can be taken to overcome the barrier? 6. What are the disadvantages of
the high-level languages? 7. What are the main features' of information systems? 8. What
changes does the world of personal computers bring about?

4.17. Jlaiite onpeneneHus CaeAyOIMNX TEPMUHOB:

computer, microcomputer, processor, microprocessor, input-output operations, main
memory, assembler language, high-level language, data, database system

4.18. Pactmdpyiite cnemyronue cokpamenus: CPU, ALU, SSI, MSI, VLSI, VHSIC

4.19. OGcynute mpeiaraeMbie Tembl. [Ipu 00CYKACHHU WCIOJB3YHTE CIEIYIONIUC
BBIPAXKCHUS:

l.... an important element of our daily life; 2.... has opened wider opportunities; 3....
micros are merely computers on a chip or two

Temsl:

1. The uses of computers. 2. The potential for microcomputer application. 3. Hardware
and software. 4. The heart of the computer.

YuuTech YUTATH H NMEPEBOIUTD.

Texcr 4.7. IlpouunTaiiTe TEKCT M OINpPEACIUTE OCHOBHBIC HAMNPABJICHUS B pPA3BUTUU

APXUTEKTYPHI CyNIepKOMITBIOTEPOB. OOBSICHUTE HEOOXOAMMOCTh U3MEHEHUN B apXUTEKTYpE.
New Design Strategies

To keep pace with the multiplicity and complexity of large scale applications, tomorrow's
macros will need increasingly higher throughputs and greater memory capacity—while, at the
same time, being easier to operate. The needed improvement is too great to be accomplished by
piece-meal (oTmenpHBIN) progress in components. Radical changes in basic architecture will be
required.

New design strategies are already showing up in some extra-high performance machines,
but the full impact of these changes will not be felt for several years.

The two key points are to be emphasized when dealing with the problem of new designs
— parallel processing and distributed computing.

Although continued progress is foreseen in the execution speed of circuit components,
the dramatic progress needed to increase throughput cannot be achieved solely through
improvements in circuitry. One approach that will help is parallelism.

Basically, parallel processing involves the use of parallel or redundant circuits to
accomplish similar or different functions. In the first case, the computer achieves a higher
throughput merely by having more circuits working at one time. In the case of different
functions, throughput is increased by having different portions of the computer work on different
aspects of a problem at the same time, instead of having the computer step through series of
functions sequentially.

Whereas parallel processing is fundamentally an approach to solving problems,
distributing computing refers to the form in which parallelism will most likely be executed.
Although it is possible to design parallelism into the massive CPU of a mainframe macro,
tomorrow's big computer will achieve this capability through combinations of separate




processors — distributed computing.

The distribution concept will be patterned after today's computer networks. In the macros
of the future, several small processors—each dedicated to specific specialized functions —will
be interconnected in parallel or tied together by a large central processor. The various elements
will be closely coordinated to solve large-scale problems and/or control complex processes.

With this computer configuration, the small processors operate semi-autonomously and
are fairly intelligent in their own right (camu o ce6e). Thus, a computer can be made up of a
collection of 16-bit units that are capable, together, of producing a 64-bit result every IC ns. Each
unit might control itself via microcoded instruction sets which allow it to tackle specific
functions at its own speed. The various units communicate with each other and the main CPU
only in so far as is necessary.

Distributed computing will eventually make the traditional, single mainframe computer
obsolete.

Texer 4.8. Ilpouurtaiite Oermo TEKCT W YKaXHUTE OCHOBHBIE MPEUMYIIECTBA
KOMITBIOTEPOB TIPU PELICHUH CIOXKHBIX 33]1a4, PACCMAaTPUBACMBIX B TEKCTE.

Big Problems Require Big Computers

The expanding role of the macro computer is due to the ever-increasing number of
applications that transcend (BeixoauTh 3a npezensl) the capabilities of micros and minis. Certain
real time problems — such as the preparation, launch, and guidance of a space vehicle or
satellite, for example, require millions of calculations for each external stimulus, with response
time of only one or two seconds at the most. The large on-line databases required to solve such
problems and the interdependent nature of the calculations can be handled only by the huge
memory capacities and high throughputs of large-scale computers.

Other problems are so complicated that millions of bytes of high-speed storage are
necessary to fully describe them and solve them in tune for the answers to be useful. A weather-
prediction model and other complex simulations are cases in point.

For example, if weather prediction is to be possible, countless factors such as wind
currents, solar effects, and even planetary configurations must be calculated, correlated, and
simulated.

Similar problems are involved in the mapping of ocean processes, and probing out of new
energy sources.

Large-scale computers are necessary to do the complex processing, necessary to create
intricate electronic and photographic image from the coded data sent by space craft and satellites.

In the realm of pure science macro computers may one day be used to model and bring
some order to the incredibly complex realm (o6macts) of subatomic particles.

Some complex problems can be split into pieces and handled by several independent
small computers or by a network of interconnected small computers. But when a multiplicity of
operations must be accomplished simultaneously and/or where a high degree of data integration
is necessary, the only answer is a macro computer.

Teker 4.9. a) IlepeBeaure TekcT yCTHO O€3 cioBaps. 3HAYCHHS BBIJCICHHBIX CIIOB BBI
CMO>KETE MOHSITh U3 KOHTEKCTA.

0) [IpokoMMEHTHPYITE BBICKA3bIBAHHE aBTOPA:

"... the emergence of database technology is probably a revolutionary development in the
world of information processing by computers."

Database Systems

Database systems were bora and have evolved as an application technology due to the
necessity for managing the large amount of data produced in the real world. However, it was
soon recognized that the emergence of the technology is one of the most significant features of
transition in computer application from data processing to information processing and further to
knowledge processing. The problem so far has been involving various topics: data models,
database languages and query (3ampoc) processing, database design, database system design, file
organization, database system evaluation, integrity, database machine, distributed database




system, high level database applications and so on.

Database systems were the means by which computer technology began to make
effective and systematic use of a permanent store, which has been an important feature of
information processing capability belonging only to human beings. In this sense, the emergence
of database technology is probably a revolutionary development in the world of information
processing by computers. It made computers more like human beings than ever and offered us a
chance to reconsider the information processing by computers in comparison with that of the
human beings. It is expected that analyzing the problem solving process and creative activity by
man will serve us in designing future information processing systems.

Knowledge representation has also become a crucial issue in the field of artificial
intelligence. In fact, whichever system we consider, how to represent knowledge and then utilize
it on a computer is a key problem for the realization of advanced information system such as
natural language processing, image or speech understanding, machine vision, intelligent
information retrieval, and intelligent man-machine communication.

Texer 4.10. [IpounTaiiTe TEKCT U COCTaBbTE HA AHIVIMMCKOM SI3BIKE €0 CTPYKTYPHO-
JIOTHYECKYIO CXEMY.

Breaking the Man-Machine Communication Barrier

Technological advances in computers can be used to enrich communications between
people. When a person edits a document or writes an electronic message, the computer is not the
intended recipient of the result, but merely stores or transmits that information. In the paperless
office of the future, most of the letters, memos, and reports that are currently printed on paper
will instead be stored in the office computer system. But before it can fill this role successfully,
the computer system must provide con venient ways to include figures and photographs in
documents and allow comments to be "pencilled into the margin (none)" of an electronic page.
In other words, it must provide mechanisms for human communication that are at least as
convenient and efficient as current paper-based communication systems.

Just as graphic displays suggested less obtrusive (HazoinuBblit) ways of notifying the
user about error corrections, several supplements to written communication have also been made
possible by recent computer technology advances. One of them is voice annotations.

The recording and playback of digitized speech is now feasible even for inexpensive
computer systems, primarily as a result of the recent development of special-purpose integrated
circuits intended for digital telephone systems. The obvious advantage of the recorded speech is
that it is faster and easier for the human user than the corresponding typed input; it is therefore
well suited to the role of "pencilled notations" on existing documents. For example, the recipient
of a document should be able to point to a portion of the text, record a spoken comment at that
point, and return the document to its originator, who can replay the recorded message at his
convenience.

Teker 4.11. berno npounTtaiite Tekct. O3armaBeTe ero. Jlaiite obocHOBaHWE BBIOOpPA
3aroJioBKa. 3HAYEHHS BBIJCIICHHBIX CIIOB BBl CMOXKETE IOHATH M3 KOHTEKCTA.

The transistor was the basis for the second generation of computers — a generation that
lasted about 15 years. The third generation began in the mid-1960s and produced two types of
offspring: the mainframe computer and the minicomputer. The mainframe computer looked like
a computer. It was (and still is) big, required air conditioning or even direct liquid cooling to
keep its hot electrical components working (as a direct consequence of its still-substantial power
consumption), and had (and still has) to be attended by a group of specialists: systems
programmers, applications programmers, and operators. All the advantages of integrated circuits
were used in these systems to make them extremely powerful.

The new entrants upon the scene were the minicomputers. Much smaller and less
expensive than mainframes, the minis first found application in the field of industrial process
control and small-job data processing, but their capabilities continued to expand. They began to
appear in places other than the Computer Center.

The fourth and present generation of computer was ushered in by the first commercial




production of a microprocessor, the Intel 4004, in 1971. This was the first occasion in which the
entire cen tral processing unit (CPU), the "brains" of a computer, was put on a single chip. With
a CPU chip and a few memory chips and other integrated circuits, a fully functional, general-
purpose, stored-pro-gram computer can be built that weighs a few ounces and consumes a few
watts of power.

During twenty years the computer has come a long way. At the upper and of the scale are
super-computers, such as the Soviet computer Elbrus-3 being developed by the group of young
scientists, performing more than 20 million instructions per second. And there are more to come.

Texcr 4.12. [IepeBeute NUCbMEHHO co cioBapeM. Bpems nepeBoga —10 MUHYT.

High-Level Languages

High-level languages are to assembly- or machine-language programming what
integrated circuits are to discrete logic — they collect small, related elements into neat modules.
The benefits, too, are similar. Just as the hardware designer needs fewer components to build a
system, the programmer thinking in a high-level language needs fewer lines of code to make a
system go.

Such languages are not the perfect solution for all programming problems. They require a
lot of memory, for example, and in the case of microcomputers, that was economically
impractical till quite recently. But now they can often be used to cut expensive
rnicrocomputerfirmware development time, especially if their user is aware of the languages'
strengths and weaknesses.

OmnpeneanTe KOHTEKCTYaIbHOE 3HAYEHHE BbI/IEJEHHBIX CJIOB.

4.20. IlepeBenure, oOpamiasi BHUMaHHWE Ha KOHTEKCTyaJlbHOE 3HAU€HHE CJIOB run,
tradeoft, background:

1. The system ran in continuous operation for several months. 2. The problem is now
ready for running. 3. The value of variable/ is computed at run time. 4. A factory can run non-
stop. 5. Many new projects are being run. 6. This paper will explain the background and
principles needed to select and apply microprocessors and microcomputers. 7. Some readers
have no background in digital electronics. 8. Tradeoffs versus other logic solutions must be
considered more carefully than ever before.

4.21. Onpenenure KOHTEKCTYIbHOE 3HAUYCHHUE BBIJCICHHBIX CJIOB:

1. The concept of distributed computing is spurred by the inexpensive availability of
minis and micros. 2. The mind boggles at the concepts microcomputers permit designers to
realize. 3. The potential for microcomputer applications has already outstepped even the most
inventive minds. 4. One-chip computers rival the power of the digital computers.

Yuurecs rOBOPUTH.

4.22. ObcyauTe CIIeTyIONnue TEMBI:

1. The contemporary scene and historical perspective of the computer. 2. The processor is
the "brains" of the computer.

4.23. JlokaxxuTe MpaBUIBLHOCTH UM OIIMOOYHOCTD CIEAYIOUINX BhICKAa3bIBAaHHIA:

1. The impact of micros on the big machines, especially large centralized computer
systems, is that large systems will decline in number but increase in power. 2. Designers of mini-
micro systems are becoming aware of their background limitations. The digital designers are
finding that software is an indispensable tool, and the programmers are learning that lack of
knowledge in electronics may be disastrous to successful project realization.

MATEPHAJIBI IJISI CAMOCTOSTEJIBHOM BHEAYJIUTOPHOM PABOTHI
(ITOCJIE BTOPOI'O 3AHATHS)
Yuurtech YHTATHh U ePEBOAUTD.

Texkcer 4.13. I[IpounTaiite Tekct. [Togrorossre coodmenue Ha Temy "Some facts from the

history of computers".

The Development of Computers
Modern computers come in an enormous variety of sizes and shapes, ranging from the
smallest personal computers to huge machines filling warehouse-sized rooms. Nearly one




hundred fifty years ago there were no such things as computers — at least in the sense we are
using the term now. There have been calculating aids for millennia. Knotted ropes, marks in
clay, the abacus, and the soroban are all methods of keeping track of numbers. But the stored-
program computer really did not come into existence until the 1830.

A score of years after the war of 1812, an English inventor and mathematician Charles
Babbage was commissioned by the British government to develop a system for calculating the
rise and fall of the tides.

Dozens, even hun reds of clerks busily calculating away throughout their lifetimes could
not get their job done, let alone do it without errors. Babbage decided to build a device he called
an analytical engine.

He designed the first programmable computer, complete with punched cards for data
input. Incidentally, the punched card was not invented for use with the computer but was used as
early as the 1700s by Bouchon and in the 1800s by Jacquard to control automatic looms
(cranok). Babbage adapted the idea for his computer, and it has been with us ever since.

Babbage gave the engine the ability to perform different types of mathematical
operations. The machine was not confined to simple addition, subtraction, multiplication, or
division; it had its own "memory" and, because of this "stored program", the machine could use
different combinations and sequences of these to suit the purposes of the operator. It became an
autonomous machine, able to perform on its own, once commanded to do so as were the
automated looms and the common clock.

The machine of his dreams was never realized in his lifetime.

Yet Babbage's idea didn't die with him. Others made attempts to build mechanical,
general-purpose, stored-program computers throughput the next century. In the process it
became clear that mechanical methods of general-purpose computing on all but the most modest
scale were simply not practical.

In 1941 a relay computer was built in Germany by Conrad Zuse. It was a major step
toward the realization of Babbage's dream. The logical operations of the computer were alterable
by changing the interconnections among the relays. At the same time, in the United States,
International Business Machines (IBM) built a machine in cooperation with scientists working at
Harward University under the direction of Prof. Aiken during the years from 1939 to 1944. The
computer, called the Mark I Sequence-Controlled Calculator, was built to perform calculations
for the Manhattan Project, which led toward the development of the atomic bomb.

The relay computer had its problems. Since relays are electromechanical devices, the
switching contacts operate by means of electromagnets and springs. They are still fairly slow and
very noisy. They also consume a lot of power, if their contacts become dirty or corroded, they
are unreliable.

The gadget (nmpucnoco6ienue) that was the basis for the first computer revolution was
the vacuum tube, an electronic device invented early in the twentieth century. The vacuum tube
was ideal for use in computers. It had no moving parts, or at least no mechanical moving parts. It
switched flows of electrons off and on at rates far faster than possible with any mechanical
device. It was relatively reliable, lasting hundreds of hours before failure. Previously, computer
designers could think only in terms of hundreds of calculations in a program to be run on a
mechanical computer. Now they could easily conceive of programs with thousands of related
computations using a vacuum-tube computer. The first vacuum-tube computer was built at [owa
State University at about the same time as the Mark I. It was the beginning of the revolution. It
was called ABC (Atanasoff-Berry Computer). From the ABC a number of vacuum-rube digital
computers evolved.

A splendid example of these first generation electronic computers is ENIAC (an acronym
for Electronic Numerical Integrator and Calculator). ENIAC was over 90 tons and bulging into
3000 cubic feet and costing millions. Its 18 thousand vacuum tubes demanded 140 kilowatts of
electrical power, enough to supply a block of buildings of respectable size. With its 16,000 bytes
of random access memory and its 100-kilohertz clock, it was not quite up to the basic computer



capability of modern computers. Since its programs were hardwired — that is, the programs
operating the computer were established by physically changing the patterns of the wires
interconnecting the vacuum tubes — it was not so flexible in its operation.

From the university laboratories the computer finally entered the wider world in 1951
with the delivery of the first UNTVAC I (Universal Automatic Computer).

In 1948 the next key element in spreading the practical—and impractical —applications
of computers, the transistor, came into existence. The potential advantage of the transistor over
the vacuum tube was almost as great as that of the vacuum tube over the relay. A transistor can
switch flows of electricity as fast as the vacuum tubes used in computers, but the transistors use
much less power than equivalent vacuum tubes, and are considerably smaller. With the transistor
came the possibility of building computers with much greater complexity and speed than was
considered even remotely possible just 10 years before.

The integrated circuit constituted another major step in the growth of computer
technology. Until 1959 the fundamental logical components of digital computers were the
individual electrical switches, first in the form of relays, then vacuum tubes, then transistors. In
the vacuum tubes and relay stages, additional discrete components such as resistors, inductors,
and capacitors were required in order to make the whole system work. These components were
generally each about the same size as packaged transistors. Integrated circuit technology
permitted the elimination of some of these components and "integration" of most of the others on
the same chip of semiconductor that contains the transistor. Thus the basic logic element — the
switch, or "flip-flop", which required two separate transistors and some resistors and capacitors
in the early 1950s, could be packaged into a single small unit in 1960. The chip was a crucial
development in the accelerating pace of computer technology.

PA3JIEJI IATHIA

OcHoBHoI1 TekeT: Microprocessors: a Brain to the Hardware.

I'pammaTuyeckue sijeHusi: CpeacTBa BRIPAKEHHSI MOTATBHOCTH.

Jlekcnueckne siiaeHns: KoHTEKCTyanbHOe 3HaUeHHE CIOB: set, time, times. [lepeBon
CJIOB ¢ npedukcaMu: mis-, re-.
MATEPHUAJIBI 1JIS1 PABOTBI B AYAUTOPUUA
(BAHSATHE IEPBOE)
IIpoBepbTe, 3HaeTe JiM BbI CJIeAYIONINE CJIOBA.

1) instruction n, series n, compact a, coordinate v, mobility n, lock n, basic a, monolithic
a

2) tremendous c, available a, gain v, application n, concept n, improve v, rapidly adv,
extensive a, effort n, widen v, need v, include v, hardware n, software n, reasonable a, define v,
relatively adv, advantage n, distribute v, capability n, flow n

O3nakombTeCh ¢ TepMrHaAMU OCHOBHOTO TEKCTa.

1. random access memory - 3Y ¢ npou3BOJIbLHOMN BEIOOPKOI

2. read-only memory — nocrtosHHoe 3Y

3. peripheral interface circuit — uHTEpdeiicHas cxema

4. timing circuit — CHHXpPOIIETb

5. power supply — HUCTOYHUK MUTAHUS

6. control panel - mynbT ynpaBneHus

7. instruction manual - COOpHUK UHCTPYKLUN

8. service routines — 00CITyKHUBAIOIIKE TPOTPAMMBI

9. interrupt unit - 670K NpepbIBaHUS

10. register array — peructp



OCHOBHOM TEKCT

1. epeenute mepByto 4acth (I) OCHOBHOTO TeKcTa B ayIUTOPUH TOJA PYKOBOJICTBOM
IpernoaBaTeds.

2. IIpocmoTtpuTe Bropyto yacth (I1) OcHOBHOTO TeKcTa M KPaTKO M3JI0KHUTE MO-PYCCKH e
coJiepKaHue.

MICROPROCESSORS: A BRAIN TO THE HARDWARE

I. The microprocessor forms the heart of a microcomputer.

The first microprocessors were developed in 1971 as an offshoot' of pocket calculator
development. Since then there has been a tremendous upsurge” of work in this field and some
years later there appeared dozens® of different microprocessors commercially available.

The age of the microprocessor is not great. Yet, we have seen the evolution of the
microprocessor as it progressed from early applications in simple hand-held calculators through
4- and 8-bit controller applications towards more sophisticated processing operations.

Microprocessors are used primarily to replace or upgrade® random” logic design.

By taking advantage of the knowledge and concepts gained in mainframe and
minicomputer applications better and more sophisticated microprocessors are beginning to
emerge. What we see are: larger and denser chips; higher resolution; higher speed; specially
designed RAMs (random access® memory) and ROMs (read-only memory); specially designed
I/0 and peripheral’ interface circuits; on-chips clock and timing circuits; more extensive and
more powerful instruction sets® and lower power dissipation.’

With the enormous efforts now directed to MPs, performance will improve rapidly. A far
larger number of bits (higher resolution), higher speeds, more extensive and more powerful
instruction sets, and elimination'® of non-LSI components have come. In addition, software for
these machine would also evolve into more standardized forms.

Microprocessors are now appearing in many types of equipment and their field of
application will inevitably'' widen.

Since these devices are likely to be used by the million in the near future, it is reasonable
to ask what a microprocessor is, how it can be used and what its future impact'? will be.

As mentioned before computer actually refers to a computing system including hardware
(processor, /O circuits, power supplies,” control panel, etc.) and software (instruction manual,
user's manual, assembler, and diagnostic and service routines). Processor is known to refer to the
processing circuits: central processing unit, memory, interrupt unit, clock, and timing.'* Most
processors also include computer software.

Central processing unit (CPU) —heart of the processor — consists of the register array,
arithmetic and logic unit, control unit (including micro-ROM), and bus' control circuits. Micro
software may also include: microinstruction manual, micro assembler, etc.

Mini — has been used with computers and refers to the systems having mainframe only,
no peripherals.

Micro —can refer to computers, processors, or processing units. Smaller size and lower
cost are usually obtained through use of LSI circuits.

Monolithic — generally implies'® a single block or chip of silicon. A monolithic CPU is
therefore a single-chip CPU, produced with LSI techniques. The term monolithic processor
eliminates the need to differentiate'’ between mini and micro. The acronym MP can represent
either micro of monolithic processor.

Any processing unit has a logic and a control unit. Broadly speaking, a control system
can be defined as an element or series of elements that implement the transformation of a
physical input excitation'® into a corresponding'® physical output response in some deterministic
manner. The logic element is an integral part of any control system. The logic element is known
to be the basic component of all computers. A great deal of effort has been directed towards
reducing the size of the basic logic element.

The very first microprocessors were fabricated using PMOS technology. These were,
however, relatively slow devices principally because "holes" in the p -type material have a low



mobility. Later, improved technology permitted microprocessors to be constructed using n-type
MOS and these microprocessors are almost as fast as normal minicomputers with speeds of three
or four microseconds per instruction. Some microprocessors are now made using CMOS. The
speed and logic density of CMOS are inferior’ to n-type MOS but the process does have some
significant advantages. First of all, it has a low power consumption since power is only
consumed when a logic element changes a state. Secondly, it can operate over a wide voltage
range.”’ As a result, electronics based on CMOS can operate successfully with "noisy" power
supplies and the low consumption makes it quite feasible® to use a simple battery to maintain the
security” of supply for several weeks. This type of microprocessor has clear advantages over the
other types if it is intended for use in exacting” or inaccessible environments. Further
development should improve the logic density of CMOS and it is likely to become a dominant
technology in the microprocessor field.

The only cloud on the CMOS horizon comes from a new development of the normal
bipolar circuit. A new semiconductor configuration called integrated injection logic (IIL) has
been devised” which eliminates the need for any resistors, capacitors or transistor isolation. This
enables an extremely compact logic circuit to be formed which has a low power consumption
while maintaining the normal speed of transistor-transistor logic (TTL).

The bulk of present-day microprocessor and memory logic is implemented using PMOS
and NMOS processes, since these processes are now well developed and offer good logic
density. In the future IIL and CMOS are likely to become the most popular types, and the general
trends in technology indicate that lower power consumption, higher speeds and improved logic
densities can be confidently anticipated.*®

The key features to consider in any microprocessor are: word®’ length; architecture;
speed; programming flexibility, etc. Word length should be the first feature to consider. The
processor handles binary data in the form of "words". A word is a set of binary bits which is used
to represent a binary number within the computer. It is the number of bits in the computer
"word" which limits the numerical range of the data that the processor can handle.
Microprocessors are structured for fixed word length or for modular expansion by a parallel
combination of building-block chips.

The versatility of the microprocessor has altered the entire architecture of modern
computer systems. No longer’ is the processing of information carried out only in the
computer's central processing unit. Today there is a trend towards distributing more processing
capability throughout a computer system, with various areas. For example, an input-output port
may have a controller to regulate the flow of information through it. At times the controller may
accept commands from the CPU and send signals back in order to coordinate its operations with
those of the rest®’ of the system; at other times the controller may operate independently of the
CPU.

1. Distributing microprocessing is a technique in which the main microprocessor of the
PC directs other microprocessors throughout the PC system to perform specific functions for it
and report their status.

New forms of I/O are also acquiring’’ sophisticated capabilities with distributed
microprocessing. These "intelligent" /O modules perform some of the calculations formerly
done by the main microprocessor, store information temporarily,”' and do other functions under
the direction of the main microprocessor.

Some remote I/0 modules have microprocessors resident® in the modules. Remote 1/0
modules use the resident mic processors to shorten the effective scan time. However, with
independent intelligence® in the 1/0, if something happens to the PC, the /O module might
already have acted on misinformation. Hence, I/O modules with a resident microprocessor
should include appropriate™ instructions for fail-safe shutdown® should the PC develop a fault.*®

A trend that is beginning to emerge in microprocessor design is the incorporation of
troubleshooting’’ aids heretofore (10 cux mop) available only on larger computers.

Provisions™ can and are being made in the architecture. Whereas early developments



were concerned with implementation of simple architectures with fundamental concepts and
operations, the technology has now advanced to the point where significantly more sophisticated
hardware can be (and is being) implemented in current and future microprocessor generations.
For example, some relatively new functions available in today's PC's may include: Moving
blocks of data from memory location to memory location or from I/O location to memory
location with a single instruction; Matrix operations such as logical AND and logical OR for
comparing on/off bit patterns; Expanded mathematical abilities. Most PCs have double precision
arithmetic.

The ease or difficulty with which each element can communicate with another will affect
how much the data are manipulated before they are transmitted through the network. The major
obstacle to designing an effective distributed-processing system is the difficulty involved in
writing the system's software, which must enable the various elements of the network to operate
and interact efficiently.

There is a crucial® need for easy methods of documenting programs and changes made to
them.

Programmabffity- that flexible feature not found in random-logic designs — can be
obtained in microprocessors on one of two levels. A very detailed level of control is provided at
the micro-instruction level. These micro-instructions may be used to obtain‘a macro, or machine-
language, instruction set, which is then used to write control programs for microprocessor. New
machine-language instructions may be defined by coding new microroutines. In this way an
instruction set can be tailored to an application. Control programs can also be written in
microcode. This provides increased execution speed and more detailed control at the expense of
more difficult programming. Microprocessors that are not microprogrammable contain fixed,
general-purpose instruction sets, that are often adequate® for most applications.

Users have long felt a need to have a means of automatically adding comments and
explanations to a hard copy of user program. With the high-level language's code format and
programming capabilities, this need is reaching a critical point.

The use of microprocessors makes systems easier operate and maintain. Microprocessors
provide greater application flexibility. Today microprocessors are designed with communications
in mind so it is possible to link these processors together in a network. It is attractive for a
number of reasons.

We can look forward to even more sophisticated system functions including digital to
analog conversion®' and vice versa, more arithmetic capability such as matrix inversion, etc., and
massive amounts of memory.

IIpoBepbTe, KaK BbI 3alIOMHUJIH CJI0BA.

5.1. [lepeBeaure cieaylIMe CJIOBa, MCXOJA W3 3HAYEHUU CJIOB, NPHUBEICHHBIX B
cKoOKax:

l. random a (cmyuaitasiit), randomly adv; 2. dissipation n (paccesuue), dissipate v; 3.
elimination n (uckmodenue), eliminate v; 4. supplies n pl (mocraBku), supply v; 5. manual a
(pyunoit), manually adv; 6. excitation n (Bo30yxaeHue), excite v; 7. security n (6€30macHOCTb),
secure a; 8. anticipate v (mpeaBUaeTh), anticipation n; 9. fault n (omubka), faultless a

5.2. Onpenenure 3Ha4YCHUS AHTJIMHUCKUX CJIOB, HCXO/I U3 KOHTEKCTA:

1. HOBBIE THUIBI KOMITBIOTEPOB HadalM emerge; 2. access K s4YelkaM MaMsiTH CTal
BO3MOXHBIM; 3. momaercs a set of komannm; 4. dissipation of sHEprUM JOIKHO OBITH KaK MOXXHO
Oosee HU3KUM; 5. 00JacTh NMPUMEHEHHsI KOMITBIOTEPOB inevitably pacmmpsercs; 6. Bo3pacraer
impact of KOMIBIOTEpPOB Ha MHOTHE OOJACTH HAyKH M IPOMBIIIUICHHOCTH; 7. BCE JIMIIHHE
KOMIIOHEHTHI JOJKHBI ObITh eliminated; 8. must paboThl Mr00asi MalIMHA JOJDKHA UMETh POWer
supplies; 9. TepmuH «MOHOMUTHBINY implies enunbiit 6;10k; 10. HeoOxomumo differentiate Munm-
¥ MUKPOKOMIBIOTEpPHI; 11. HOBasi TEXHOJOTHs permits KOHCTPYHPOBAaHHE MHKPOIPOILIECCOPOB;
12. u3BecTHO YeThIpe states BemiecTBa; 13. mpu MH000M XMMHYECKON peakluu JODKHA OBITh
obecrieuena security, 14. HeoOxomumo anticipate Oynymme mocineacTBus; 15. HOBbIE
nosryripoBoHUKH have been devised; 16. pabGota is shared paBHomepHO; 17. KOMaHABI Bceraa



JOJDKHBI OBITH appropriate; 18. to spread Bimsuume; 19. fault mo00ro KOMIOHEHTa MOXKET
BBIBECTH MaIIMHYy H3 cTpos; 20. B MHUKPONpPOIECCOPE JOJIKHBI OBITh MPEAYCMOTPEHBI
troubleshooting cpencTsa

5.3. IlepeBenute cienyromiue ciopa. OOpaTuTe BHUMAaHUE HA 3HAYCHUE MPEPUKCOB mis-
O3HaYaeT HeMPaBUIBHOCTh; T€-— IMMOBTOPHOCTb.

mis-: misapply v, miscalculate v, misdirect v, mishandle v re-: react v, reuse v, rearrange
v, relocate v, replace v
O0cyaunTe coep:kaHue TEKCTA.

5.3. [Ipocmotpute nepyto yacth (I) OcHoBHOTrO TekcTa eme pa3. OTBEThTE HA BOHPOCHI,
UCTIONB3Ysl MH(POPMAIIUIO TEKCTA:

1. What is a microprocessor? 2. When was the first microprocessor developed? 3. What
are the advantages of microprocessors in comparison with random-logic design? 4. What does a
typical microprocessor consist of? 5. What are the current trends in the development of
microprocessors? 6. What is pro-grammability? 7. Why is the integration of more functions on a
chip important?

5.4. JlaiiTe onpenenieHus CIEayONINX MOHATUN:

1. a processor; 2. a microprocessor; 3. a minicomputer; 4. a microcomputer; 5. random-
logic design; 6. an instruction set; 7. a word; 8. programmability, 9. a distributing system

5.5. O606mmTe nHGOpManHIO, TaHHYIO B TekcTe (L 9acTp):

1. Yro BBl y3HaIM O MHUKpoOIpoleccopax; o0 wucropur ux pasputusi? 2. Kakossl
nepcrneKkTuBbl UX pa3Butua? 3. Uem oHM oTimyaroTcsi OT mpoueccopoB? 4. Uto o3Hauvaer
aHrmiickoe cokpamenue MP? 5. Kak co3gaBanuce mnepBsie Mukpomnpoueccopsl? 6. Urto
o3HavaroT TepmuHbl PC? integrated injection logic? programming flexibility?

5.6. berno npocmotpute BTopyto 4dacth (II) OcHoBHOTO Tekcta. COOOIIUTE, YTO BBI
y3HAJIH O:

1. distributing microprocessing; 2. "intelligent" I/O modules; 3. fail-safe shutdown; 4.
troubleshooting aids; 5. relatively new functions available in today's PCs; 6. advantages of
distributing processing; 7. the major obstacle to designing distributed-processing system; 8.
programmability
IIpoBepbTe, Kak Bbl yMeeTe EPEBOUTH Pa3IHYHbIe CPEJACTBA BbIPAKEHUS] MOJATbHOCTH.

5.7. IlepeBenure peyeBbIE OTPE3KH, I1ar0I-CKa3yeMOe KOTOPBIX BBIPAXKAET Ty WU UHYIO
CTETeHb HEOOXOJMMOCTH COBEPIICHUS JICHCTBHS:

1) 1. the amount must be reached; 2. there must be a close relation; 3. the problem of
consumption should be considered; 4. the task is to be executed in tune; 5. the information has to
be distributed equally; 6. the sign needs interpretation; 7. How is the phenomenon explained?

2) 1. It is necessary that the measurement should be accurate. 2. New data make a special
test be introduced. 3. The image is bound to be interpreted.

5.8. IlepeBennte peyeBble OTPE3KH, TJIAr0N-€Ka3yeMOe KOTOPBIX BBIPAKAET Ty WU UHYIO
CTETeHb BO3MOYKHOCTH COBEPILEHUS ICHCTBUS:

1) 1. What sort of life might exist in our solar system? 2. The scientist may choose any
method of research. 3. The results can be reprocessed. 4. The error could appear. 5. The task
would be solved.

2) 1. The concept is likely to be erroneous. 2. The fact cannot be denied. 3. One would
expect the implementation.

YuuTech YUTATH H NMEPEBOIUTD.

Teker 5.1. IlpounTaiite Tekct. Ckaxurte, 4To BhI y3Hanu o: a distributed-processing

network; the organization of dlstributed-processing systems.
Microelectronics in Data-Processing

In many computer systems today a number of processors are connected together to form a
distributed-processing network. Most commonly the network consists of a number of
minicomputers, but mainframe computers and microcomputers can also be incorporated into it.
Input-output ports and data-transmission hardware are considered an active part of the network




only if they are able to process information. Parts of a task are distributed among the elements of
the network. Each element works inde- pendently for some period of time, communicating as
necessary 1 with other elements.

Distributed-processing systems can be organized in several ways. A large distributed-
processing system can be organized into a hierarchical structure. At the top of the hierarchy is
asingle mainframe computer that communicates with processors in the network at a secondary
level, which in turn can communicate with other processors on a tertiary level and so on. In a
pure hierarchy the processors on any particular level cannot communicate directly with one
another. Instead communications must be routed through the next higher level.

Alternatively a distributed-processing system can be organized into a peer structure. All
the computers are on the same level and communicate with one another on an equal footing.
Except for very small networks, however, it seldom happens that every element in the network
can communicate with every other element. Instead the hierarchical structure and peer structure
can be com bined into a hybrid system in which the processors on a particular level can
communicate with one another and with processors on the next higher level.

Teker 5.2. [lepeBemure TekcT mucbMeHHO Oe3 cioBaps. Ilocie mepeBoja o3ariaBbTe
TekcT. Jlaiite o0OCHOBaHWE BBIOOPY 3aroiioBKa. 3HAYCHHS BBIICIICHHBIX CIIOB BBl CMOXKETE
HOHSTH U3 KOHTEKCTA.

Microprocessors were the first step toward the introduction of logic devices and it will be
possible within a few years for a current large-size processor with about one hundred thousand
gates to be produced on a single chip by way of VLSI technology. Such a possibility will
undermine conventional computer technology which has advanced via (mocpenctBom) the
effective utilization of simple logic (circuits) serving as a central standard for evaluation. Stated
otherwise, a technological foundation is in the process of being matured which will allow
computers totally different from those existing today, something similar to artificial brains, to
appear.

On the one hand, individuals will be able to have personal computers which are
comparable in functions and performance with present day large-size computers and, on the
other hand, by reevaluating package systems of various functions which have thus far been
considered impractical new computers having advanced functions and performance will make
possible the opening of new fields of applications.

MATEPHAJIBI )11 CAMOCTOSATEJIbHOM BHEAYIUTOPHOM PABOTHI
(ITOCJIE ITIEPBOI'O 3AHSATUS)
N3y4yure ciaexyromue rue3aa cJoB U CJIOBOCOYETAHUIA.

1. offshoot n orpacins; BeTBb

2. upsurge n yBeIHUYCHHE, POCT; HOABEM

3. dozen n MHOXKECTBO, Macca

4. upgrade v MOBHIIIATh KAYECTBO (MPOAYKITUH)

upgrade n moxbem

uograde adv BBepx

5. random a cy4aiHbIi; TPOU3BOIBHBIN

at random Hayran

6. access n 1. moctym; 2. moaxox

accessible a 1. qocTymHBIH; 2. TOCTHKUMBIT

accession st JOCTyTI

7. peripheral B mepudepuitnbiii; KpacBOi

peripheral support circuit nepudepuiinas NC

periphery n kpaii

8. set n 1. HabOp, KOMIUIEKT; 2. psiA, cepus; 3. mpudop, yCTaHOBKA

crystal set 1eTeKTOPHBIN MPUEMHHK

fault set Habop HeucnpaBHOCTEH

instruction set HabOp KOMaH,T



microprocessor set MUKpOIpOIeCCOPHBINA KOMITJIEKT

tool set KOMITJIEKT MPUCTIOCOOICHUH

set v 1, momMemaTh; CTaBUTh; 2, yCTaHABIMBATh, YUPEKIATh; 3.BEIIBUTaTh; 4. MPUCTYIIATh

9. dissipation n paccesiHre (MOIIHOCTH, YHEPTHH )

dissipator n TerI0BOA, pagruaTop

10. elimination n 1. HCKIIIOUEHUE, CHATHE; 2. ITOJABJIEHHE

eliminate v 1. ycTpaHsTh, UCKIIOYATh, 2, YHUUYTOXKATh, JTUKBUIUPOBATH; 3. yIAJSATh;
BBIJICTISITh

11. inevitably adv HecomHEeHHO

inevitable a Hen30eXHBIN

12. impact n 1. BiusiHAE, BO3ACHCTBUE; 2. yaap

13. supply n 1. nuranue, nogaya; 2. 3amnac

supplies n pl 1. mocraBkwm; 2. muTaHue, CHAOKCHHE

power supply 6110k uTaHUs

in good supply B GombIrom BEIOOpE

supply v cHaOkaTb; MoAaBaTh

14. timing n pacnpeeneHue Mo BpeMEeHH

time n 1. Bpems; 2. mepuon;

pa3 time-consuming B 1. JuIMTENbHBIN; 2. TPYAOEMKHI

time v CHHXpOHHU3UPOBATh, XPOHUPOBATH

response time Bpemsi cpabaThIBAHMSI; TIOCTOSTHHASI BDEMEHHU

run time BpeMsi IPOroHa MPOTPaMMBI

storage time BpeMsi XpaHEHUS

timer n 1. CHHXpOHU3HPYIOIIEE YCTPOICTBO; 2. pelie BpeMeHH, Taitmep

15. bus n 1. mmHa; 2. kaHan (MHGOPMAITHN)

16. imply v moapasymeBath, 3HaYUTh

implicit a moxpa3ymeBaeMblil, HESCHBIN

implication n 1. runotesa; 2. CKPBITHIA CMBICIT

17. differentiate v paznuuaTh(csi), OTANIATH(CS)

differential ¢ quddepennnansHbII

18. excitation n Bo30yxaeHNe

excite v Bo30y»aaTh; moOyxX1aTh

19. corresponding a COOTBETCTBEHHBIH, COOTBETCTBYIOIIUI

correspond v COOTBETCTBOBAThH

correspondence n COOTBETCTBUE

20. inferior ¢ TIOXOM, Xy IIITUH; HU3KUH

superior a JIy4IIHii, BBICIIETO Ka4eCcTBa

inferiority n 6oJjiee HU3KOE KaueCTBO

21. range n 1. nuanason; 2. pax; 3. cdepa

22. feasible B BO3MOXHBII

23. security n HaJe)KHOCTh; 0€30MACHOCTh

data security 3ammuTa nHGOpMAITII

system security 6€30macHOCTb PabOTHI CHCTEMBI

24. exacting s TpeOOBaTENbHBIN, B3bICKATECIIbHBIN

exact a TOYHBII

exact v TpeboBaTth

25. devise v puIyMbIBaTh, N300pETAThH

devisable a To, 9TO MOXXHO H300peCTH

26. anticipate v mpeiBUIETD

anticipation n IpeIBHUACHHE, OXKUIAHUE

27. word n crnoBo

binary word cJ10BO B TBOWYHOM KOJI€



code word KIIF0OYEBOE CIIOBO, IECKPHUIITOP

computer word MaIIMHHOE CIOBO

wording n popMyTUpOBKa; TEKCT

28.no longer 60mbie HE

long a 1. quHHBINA; 2. TOATHIA

long adv 1. nonro; 2. gaBHO

29. (the) rest n ocTaBIIasicsi 4aCTh; OCTATBHBIE

rest n onopa

rest v 1. omuparthbcs; 2. MOKOUTHCS, JIEKATh

30. acquire v mpruoOpeTaTh; JOCTUTATh; OBJIA/IeBATh

acquirement n mpuoOpeTeHne

31. temporarily adv BpemeHHO

temporary a Bp€MEHHBII

32.residents 371. CBOWCTBEHHBII, TPUCYIIIHIA

33. intelligence n cBenenus, nHOPMAITHS

34. appropriate a MOAXOASIINN, COOTBETCTBY IO

35. shutdown n nipekparnieane padboTsI

36. fault n 1. HegocTaToK; 2. aBapus, HOBPEXKACHUE

faultless a Oezynpeunsblii

37. troubleshooting n BbIsSIBIEHHE HETIONA0K; OTHICKAHUE U YCTpaHEHUE HEHCTIPAaBHOCTEN

trouble n HeWCIIPaBHOCTH

trouble-free a 6e30TKa3HBIIM

38. provision n 1. obecnieueHue; 2. MOJOKESHHE, YCIOBUE

provide v obecrieunBaTh; CHaOKAaTh

39. crucial a 1. pemaromuii; 2. KpUTUYECKUIA

40. adequate a 1. cooTBeTCTBYIOUINH; 2. JOCTATOYHBINA; 3. MPUTOIAHBINA, OTBEUAIOIINN
TpeOoBaHUSM

adequately adv cooTBeTCTBEHHO

41. conversion n npeBparieHue, peodpazoBaHme

convert v npeBpaiiath, HpeoOpa3oBIBaTh

conversely adv Ha060pOT, B IPOTUBOIMOIOKHOCTh

converter n mpeoopa3oBaTeib

image converter popMupoBaTENIh BUICOCUTHATIA

interface level converter uatepdeiicuas NC
[IpoBepbTe, Kak Bbl 3alIOMHIJIM BblIeJIeHHbIE CJIOBA.

(1 —10) the offshoot of PC development, dozens of different microprocessors; to
upgrade random-logic design; peripheral interface circuits, instruction sets; lower power
dissipation; elimination of non-LSI components

(11-20) the application will inevitably widen; the microprocessor impact, to have power
supplies, bus control circuits, the term "monolithic" implies, to differentiate between mini and
micro, an input excitation, a corresponding output response, logic density of CMOS is inferior to
n -type MOS

(21 — 30) the security of supply, to anticipate the improved logic density, the rest of the
system, to acquire capabilities

(31 — 41) to store information temporarily, appropriate instructions, to develop a fault
3ananus K OCHOBHOMY TeKCTY.

5.9. C uenbto npoBepku nonumanus nepsoit yactu (I) OcHoBHOro TekcTa a) 3anuiluTe
KpaTKO COoZepKaHHE TEKCTa C MOMOILBIO MMPEAUKATUBHBIX TPYIII, HAIPUMED:

were developed, has been a tremendous upsurge of work, are beginning to emerge, etc.

0) Haiinure B TEKCTE aHTIIMHACKUE SKBUBAJIICHTHI CJICTIYIONINX PEUYEBBIX OTPE3KOB:

1. Ha pbIHKE MOSBUJIHMCH JAECATKU PA3IMYHBIX THIIOB MHKPOIIPOLIECCOPOB; 2. Oojee
CIOXHBIE omepanmuu 1o o0paboTke; 3. OoJbIIME YCWIHMS HalpaBiIeHB Ha pa3pabOTKy



MUKPOKOMITBIOTEPOB; 4. 001aCTh IPUMEHEHHSI MUKPOIIPOLIECCOPOB PACIIUPSIETCS; 5. JIOTHYECKUI
JJIEMEHT —HEOTheMJIeMasl YacTh JIFOOOW CHUCTEMBI yIpaBiieHHs, 0. mporeccop oOpadaThIBacT
JBOWYHBIE IU(PHI; 7. H3MEHUIIACh aPXUTEKTYpa MUKPOTIPOIIeccCopa

B) CocTraBbTe IUIaH KPATKOTO M3JIOKEHHS COJCP)KaHHs TEKCTa Ha aHTJIUHCKOM S3bIKE.
[Ipy M3110°KEHUM UCTIOIB3YNUTE CIAEAYIOIINE BBIPAKEHUS:

were used; efforts are directed; are likely to be used; further development improves; it
permits; is intended for; will bring about; the idea is sound

5.10. YcrHO nepeBeaute BTopyo dacTh (I1) OcHOBHOTO TeKcTa.

5.11. IlucbMeHHO B BHJE aHHOTALIMU HM3JI0XKHUTE MO-PYCCKHU COJIEp)KaHUE BTOPOM 4YacTH
(IT) OcHoBHOrO TEKcTA.

5.12. IToaroroBere 10 — 15 BompocoB o conepkanntio OCHOBHOTO TEKCTA.

[TpoBepbTe, CMOKETE M BBI IEPEBECTH.

5.13. [lepeBenute, y4uTHIBask CPEACTBA MEpEIaud MOIAIbHOCTH:

1. Before discussing the patterns themselves it is necessary to examine factors which are
likely to interfere with the results. 2. In order to shorten the time required to perform instructions,
it is desirable to perform as many operations as possible in parallel. 3. Provision is made to
complete computers for all initial boundary conditions to be applied. 4. Human needs and
conventions have to be identified first and then converted to programs in the best possible way.
5. Sometimes the microcomputer system is to be used as a general purpose computer. 6.
Engineers must deal with the evolution of the existing systems as well as the design of new
systems. 7. Properly designed information systems might be viewed as black boxes. 8. The
computer has made it possible to mechanize much of the information interchange and processing
that constitute the nervous system of our society. 9. Architectures should provide adequate
flexibility to support the growing trend to distributed systems. 10. Information systems grow and
new ones are continuously added. The architecture must support such growth.

YuuTech YUTATH U NMEPEBOUTH.

Texer 5.3. [IpounTaiitTe TEKCT U MOATOTOBHTE COOOIICHUE 00 UCTOPHU U MEPCIIEKTUBAX
pa3BuTus BeruuciutenbHol Texauku B CCCP.

Is There an End to the Computer Race?

Computers capable of performing billions of operations a second are required for
nationwide management of the economy. It was demonstrated by the prominent Soviet scientist,
Academician Victor Glushkoy.

Together with his teacher, Academician Sergei Lebedev, and other scientists, he
suggested ways to achieve such computer speeds. Nature also suggested what path to follow —
the scientists succeeded "only in understanding it. At a congress in Stockholm in 1974 they
shared their ideas with colleagues from other countries. Since then the work on supercomputers
has gained pace in all laboratories and design offices.

They are different from ordinary computers primarily, as specialists put it, in architecture.
The ordinary computer does the computations sequentially—operation by operation, while the
supercomputer operates like brain: all the computations proceed concurrently. A major problem,
roughly speaking, is split up into minor ones, and individual parts of the computer, the
processors, do the computations simultaneously. During the activities (if required) and at the end
of them the computation results are "drained". This can be roughly compared with a tank from
which water previously flowed out by one pipe and then from a multitude of pipes — so the tank
empties out much faster.

Qualitatively new integrated circuits were required to develop such a computer. They are
now the basic component of the Soviet Elbrus supercomputers. It is a whole family of superhigh-
capacity machines computing at a speed up to 125 million operations a second. The computation
speed is even ten times as fast with a number of special operations.

In the next few years the team is to complete the work on computers with a capacity of
above one billion operations a second. It will take a few more years to produce computers with a
speed of over 10 billion operations a second. The road to electronic giants is open: fifth-




generation computers performing 100 billion operations a second are likely to become available
in the foreseeable future. Is there an end to this relay race?

According to an American researcher, we are close to what can be regarded as a true
physical limit.

Other specialists regret the sluggishness of electrons. In their opinion, photons — light
"particles" — will permit the performance to be made a thousand times faster.

This would mean that in the future we can expect the emergence of photon computers
and that computations will be done by means of light. At least this is what is being hypothesized
at present. The most daring futurologists predict that it will take place even before the year 2000.
Well, that's not so far away! The race goes on...

5.14. Pacckaxure O BO3MOXHOCTSX IPUMCHEHHS KOMIIBIOTCPOB. YKAKHTE HOBBIC
BO3MOXXHOCTH TPUMEHEHUS KOMITBIOTEPOB C MOSIBJICHUEM MHKpoIpoieccopoB. [Ipomomkure
IIPUBEJCHHBIN [1EPEYEHb.

Computer application development in the U.S.S.R.

1951 Scientists application (MESM) 1953 Math tables (BESM)

1954 First public computing service (STRELA)

1956 Language translation experiments (BESM)

1957 Economic calculation (M-2)

1958 Medical application (STRELA) 1961 Process control (DNEPR) 1964 Bank office
(URAL)

1966 Chess program (M-220)

1977 Plant management information system (MINSK-22)

5.15. Pacckaxure O HampaBICHHUSX COBEPILIEHCTBOBAHHUS KOMIIBIOTEPOB, HCIONb3YsI
MO/IEJIb:

To improve the computer its (reliability) should be increased as/since the greater the
(reliability), the better the computer.

price (lower); size (make less); weight (decrease); accuracy (improve); flexibility
(increase); sensitivity to temperature (decrease); reading error (eliminate)

MATEPHUAJIBI AJI51 PABOTBI B AYAUTOPUN
(BAHSATHE BTOPOE)
IIpoBepbTe TOMalIHee 3a1aHHE.

5.16. OTBeThTE pa3BEPHYTO HA CIEAYIONIUE BOMPOCHI:

1. What is the function of the microprocessor? 2. What are the advantages of
microcomputers in comparison with random-logic design? 3. What technology made the smaller
size and lower cost of electronic devices possible? 4. What are the main factors resulting in
greater cost savings of electronic devices? 5. What limits the numeric range of data the processor
can handle? 6. What features of microprocessors are to be considered when dealing with their
applications?

Onpenenure KOHTEKCTYyaJdbHOE 3HAYEHHE BbIIEJeHHBIX CJI0B.
5.17. TlepeBenure, obOparasi BHUMaHHE Ha KOHTEKCTyaJlbHOE 3HAauY€HHUE CJIOB set, time,

tumes:

1) 1. The relationship must be set properly. 2. Industrial research in materials faces a
different set of problems. 3. The microprocessor has a sophisticated instrument set. 4. This
interface sets board dimensions.

2) 1. Computing time was a little more than five times longer than that required for a
single iteration of the gradient procedure. 3. The problem of timing is very important as
information is being

read into and put of the flip-flops at the same time. 4. The complete photoresist process
must be repeated each time the silicon oxide is selectively removed. 5. Although improvements
will reduce the required computation times, emulation will nevertheless be restricted to real time
systems having slow response times.

YuuTech YMTATH U NMEPEeBOIUTH.



Texcr 5.4. [IpounTaiite Tekct. HazoBure paccmarpuBaeMble B TekcTe TeMbl. O3ariaBbTe
TEKCT.

A microprocessor is a tool that deals with memories by reading and writing process. At
first sight it is all it can actually do.

One can consider that it is surprising how a computer can answer a question only by
dealing with O and 1 but the fact is that it works.

Only human brain can teach a computer how to "listen" to a question and "elaborate" an
answer only by dealing with O and 1. A microprocessor is the next step, dealing with memories
in complete "traditional" § bit bytes.

So the microprocessor is addressing a memory, a location inside the selected memory,
and then achieves a read or write operation.

Additional tools have been designed to allow exchanges with external memories or
devices.

First of all an address bus, for instance 16 bits allowing a selection of 1 word among
65.000. Then comes the data bus, generally 8 bits allowing read or write operation in the selected
location of the memory. At last comes the control bus, for instance including memory read or
write and I/O read or write, giving 4 wires the indication of the type exchange and the position of
the receiver, inside or outside the system.

Teker 5.5. bermo mnpounTaiiTe TEKCT W HaaNTe WHGOPMALKIO O CEKIIMOHHBIX
MUKponpoiieccopax. [lepeBennuTe TEKCT MUCbMEHHO.

Present microprocessors vary in their detailed architecture depending on their
manufacture and in some cases on the particular semiconductor technology adopted. One of the
major distinctions is whether all the elements of the microprocessor are divided among several
identical modular chips that can be linked in parallel, the total number of chips depending on the
length of the "word" the user wants to process: four bits (binary digits), eight bits, 16 bits or
more. Such a multichip arrangement is known as a bit-sliced organization. A feature of bit-sliced
chips made by the bipolar technology is that they are "microprogrammable": they al low the user
to create specific sets of instructions, a definite advantage for many applications.

Yuurech roBOPUTH.

5.18. O6¢cyauTe ciiemyIonue TEMBbI:

1. The microprocessor has altered the architecture of modern computer systems. 2. The
organization of a distributed-processing system.

5.19. IIpounTaiiTe TEKCT U COCTABHTE CXEMY, IMOKA3bIBAIOIIYI0 OCHOBHBIC HAIPABICHHS
WCCJICIOBAHUM IO pa3pabOTKe JIEKTPOHHBIX MHKPOIPOIECCOPHBIX CXeM 00paOOTKH JaHHBIX U
ynpasienusi. Vcronb3yiTe BbIICICHHBIC CIIOBA B KAUECTBE OPHUEHTHPOB.

The architectural research and development efforts are directed at integrated circuits,
computer architecture, operating systems, and programming languages.

Integrated circuit researchers are examining complementary metal-oxide semiconductor
(CMOS) design styles, the effects of scaling very large scale integration (VLSI) circuits and
control and docking issues. Computer architecture researchers are studying multiprocessor
address trace analysis, cache consistency, virtually-tagged caches, in-cache address translation,
multi-level cache design, coprocessor interfaces, instruction delivery, hardware support, and
floating-point implementations. Operating system researchers are investigating network file
systems, network page servers, the effects of large physical memories on virtual memory
implementations, and workload distribution. Programming language researchers are examining
parallel garbage collection algorithms, techniques for specifying parallel programs, and methods
of compiling parallel Lisp programs.



MATEPHAJIBI )11 CAMOCTOSTEJIbHOM BHEAYJIUTOPHOM PABOTHI
(ITOCJIE BTOPOI'O 3AHSITUSI)
Yuurtech YNTATH U EPEBOAUTD.
Texker 5.6. [lepeBenure TEKCT MUCBMEHHO CO CIOBAPEM.
Software

The chips and other electronic elements and the various peripheral devices constitutes the
computer's hardware. The hardware can do nothing by itself; it requires the array of programs, or

instructions, collectively called software. The core of the software is an "operating
system" that controls the computer's operations and manages the flow of information.

The operating system mediates between the machine and the human operator and
between the machine and an "application" program that enables the computer to perform a
specific task.

To understand the kind of tasks done by the operating system, consider the sequence of
steps that must be taken to transfer a file of data from the primary memory to disk storage. It is
first necessary to make certain there is enough space available on the disk to hold the entire file.
Other files might have to be deleted in order to assemble enough continuous blank sectors. For
the transfer itself sequential portions of the file must be called up from the primary memory and
combined with "housekeeping" information to form a block of data that will exactly fill a sector.
Each block must be assigned a sector address and transmitted to the disk. Numbers called
checksums that allow errors in storage or transmission to be detected and sometimes corrected
must be calculated. Finally, some record must be kept of where the file of information has been
stored.

If all these tasks had to be done under the direct supervision of the user, the storage of
information in a computer would not be worth the trouble. Actually the entire procedure can be
handled by the operating system; the user merely issues a single command, such as "Save file".
When the information in the file is needed again an analogous command (perhaps "Load file")
begins a sequence of events in which the operating system recovers the file from the disk and
restores it to the primary memory.

Yuurtech roBOPUTH.

5.20. [IloagroroBeTe COOOIIEHHME 00 OCHOBHBIX HANpPABJICHHUSIX  MPUMEHEHUS
MHKPOIIPOIIECCOPOB, UCTIOJIB3YSI TAHHBIA HUXKE TUIAH:

1. The application of microprocessors into control systems, particularly for vehicles.

2. The application into manufacturing systems and the means of production, which may
include instruments as well as control devices.

3. The inclusion of microprocessors in the consumer goods to be produced.

4. The use of computer-based systems to design or manufacture, usually referred to as
CAD/CAM.

5. Robot machines.

PA3JIEJI HIECTON
OcHoBHoii TekeT: New Developments in Electronic Memories.
I'pammaTuueckue sijenusi: aBepcus. C0XHOE JOMOTHEHUE C HHOUHUTHBOM.
Jlekcnueckne siBiaenns: KoHTekcTyanbHOE 3HaYeHHE cIoB turn, challenge.
MATEPHUAJIBI IJI51 PABOTbBI B AYJIUTOPUU
(BAHSITHUE TEPBOE)
IIpoBepnTe, 3HAETE JIH BBI CJAEAYIONINE CJI0BA.
1) exploitation wu; associate v; visual a; analogue n; identical a; hierarchy n;
approximately adv; series n; serially adv; universally adv; extremely adv; radically adv
2) capability n; intermediate a; sufficient a; involve v; virtually adv; refer to v; digital a;
record v; rate n; define v; in terms of prp; access n; transfer v; possess v; suitable a; benefit n;
emerge v; af-fect v; goal n; array n
O3HakoMbTeCh ¢ TepMUHAMH OCHOBHOTO TEKCTA.



. digital information — nudpoBas napopmarus
. read/write memory — IMOCTOSIHHAs TaMsITh, TOMTyCKAIONIasi M CYNTHIBAHHUE H 3aITHCh
. storage capacity — eMKOCTb MaMsITH
. random-access memory — 3V ¢ Ipou3BOJIbHOI BEIOOPKOI
. serial access memory —3Y ¢ mocnenoBaTeIbHON BHIOOPKOH
. a grid of wires — ceTka TOKOTPOBOISIINX JOPOKEK
. tunnel-junction devices — cBepXIpoOBOIAIINE IPUOOPHI C TYHHEIBHBIM MEPEX0I0M
. binary-coded address - agpec B ABOUYHOM KOJ€
. read-only memory —I13VY
10. shoe-box device —IiryOG0oKC —YyCTpONCTBO JUIsl HEMOCPEACTBEHHOrO0 BBO/AA IM(p B
MaIlliHY TOJIOCOM

O 00 1N DN B W —

OCHOBHOM TEKCT

1. IlepeBenutre mnepByto uacth (I) OcHOBHOro TekcTa B ayAMTOPUH YCTHO IO
PYKOBOJICTBOM TIPEIOIaBATEIIS.

2. IIpocmotpute BrOpyto 4yacth (I1) OcHoBHOro Tekcra. KpaTko H3JI0KHTE MO-PYCCKH,
9TO BbI y3HAJIH 00 OCHOBHBIX HAIIPABJICHUSX Pa3BUTHS TUIIOB MAMSITH.

NEW DEVELOPMENTS IN ELECTRONIC MEMORIES

I. The versatile capabilities that have made the computer the great success of our age are
due to exploitation of the high speed of electronic computation by means of stored programs.
This process requires that intermediate results be stored rapidly and furnished' on demand for
long computations, for which high speed is worthwhile” in the first place.

Storage devices or memories’ must have capacities® sufficient not only for intermediate
results but also for the input and output data and the programs.

Once prepared a program can be reused any number of times, which involves
remembering.

Computers can "remember" and "recall” and virtually unlimited is the capacity of
computers to remember (that is, to store information). Associated with the capacity of
remembering is the capacity of recalling.

In the context of electronics "memory" (or, in British usage, "store") usually refers to a
device for storing digital information. Storage ("write") and retrieval ("read") operations are
completely under electronic control. The storage of auditory or visual information in analogue
form is usually referred to as recording.

There is some overlap® between analogue and digital recording. Described here is digital
memory.

The most widely used digital memories are read/write memories, the term signifying’ that
they perform read and write operations at an identical or similar rate.

Of primary importance to characteristics for memories are storage capacity, cost per bit
and reliability. Other important characteristics are speed of operation (defined in terms of access
time), cycle® time and data-transfer rate. Access time is simply the time it takes to read or write
at any storage location.

The demand for fast access and large capacity has grown constantly. Never before has
man possessed a tool comparable to a computer. Today there are memories accessible in tens of
nanoseconds and memories with more than a billion bits. However although the existence of
computer was a reality, only in 1970s have we got a microprocessor. It is the microprocessor that
helps to solve many problems.

Ideal would be a single device in which vast amounts of information could be stored in
non-volatile form suitable for archival record-keeping and yet be accessible at electronic speeds
when called for.” So far'® there is no way to realize this ideal. Fortunately, the benefits of large
capacity and rapid access can be obtained by use of a hierarchy of different types of storage
devices of decreasing capacity and increasing speed.

A prime distinction'' between memories is the manner'? in which information is stored



(written) and accessed (read). Random-access memories involve column' and row'* matrices
which allow information to be stored in any cell'” and accessed in approximately the same time.
By contrast,'® "serial access" means that information is stored in column order, and access time
depends on the storage location selected.

The main hierarchy today comprises, on the one hand, large-capacity magnetic recording
devices, which are accessed mechanically and serial (mels17 of tapes, disks, and drums), and on
the other hand, fast electronic memories (the core'® memory and various types of transistor
memories).

Random-access memories can complete read and write operations in specified rninimum
period known as the cycle time. Serial-access and block-access memories have a variable and
relatively large access time after which the data-transfer rate is constant. The data-transfer rate is
the rate at which information is transferred to or from sequential storage positions.

The smallest block of information accessible in a memory system can be a single bit
(represented by 0 or 1), a larger group of bits such as a byte'” or character”® (usually eight or nine
bits), or a word (12 to 64 bits depending on the particular system). Most memories are location-
addressable,”’ which means that a desired bit, byte or word has a specified address or physical
location to which it is assigned.*

Of prime interest to a reader will be the knowledge of the development of memories.

One of the first electronic memories was a circulating delay line, a signal transmission
device in which the output, properly amplified and shaped, was fed back™ into the input.
Although it was economical, it had the inherent drawback™ of serial access: the greater the
capacity, the longer the average access time. What was really needed was selective access to any
stored data in a time that was both as short as possible and independent of the data address or any
previous access. This is known as random access, so named to emphasize® the total freedom of
accessing and therefore of branching®® (following one or another part of a program). The first
random-access memories (RAM's) were electrostatic storage tubes.

In the early 1950's the core memory replaced these early devices, providing a solution to
the need for random access that truly fired the emerging computer industry.

The core memory has become the main internal computer memory and was used
universally until challenged”’ recently by semiconductor memories. Typical are memories with 1
million words of 30 to 60 bits each, randomly accessible in 1 microsecond. The core memory has
also been extended to very large capacities, of the order of 100 million words.

In the 1950's and 1960's electronic memories were arrays of cores, or rings, of ferrite
material a millimeter or less in diameter, strung®® by thousands on a grid of wires. Ferrite-core
memories have now been largely succeeded” in new designs by semiconductor memories that
provide faster data access, smaller physical size and lower power consumption, and all at
significantly lower cost.

In the early 1970's semiconductor memory cells that served the same purpose as cores
were developed, and integrated memory circuits began to be installed as the main computer
memory.

In the 1980's new memory technologies involving magnetic bubbles, superconducting
tunnel-junction devices and devices accessed by laser beams or electron beams come into play.

Semiconductor memories are extremely versatile and highly compatible®® with other
electronic devices in both small and large systems and have much potential for further
improvement in performance and cost. They are expected to dominate the electronic-memory
market’' for at least another decade.

The most widely used form of electronic memory is the random-access read/write
memory (RAM) fabricated in the form of a single large-scale-integrated memory chip capable of
storing as many as 65.000 bits in an area less than half a centimeter on a side. A number of
individual circuits, each storing one binary bit, are organized in a rectangular’> array. Access to
the location of a single bit is provided by a binary-coded address presented as an input to address
decoders that select one row and one column for a read or write operation. Only the storage



element at the intersection® of the selected row and column is the target’* for the reading or
writing of one bit of information. A read/write control signal determines which of the two
operations is to be performed. The memory array can be designed with a single input-output line
for the transfer of data or with several parallel lines for the simultaneous™ input or output of
four, eight or more bits.

I1. Different categories of semiconductor memories and specific data storage applications
where they find primary use provide system engineers with a wide range of options.*® In general,
metal-oxide semiconductor (MOS), erasable-programmable readonly memories (EPROMs) and
dynamic random-access memories (RAMs) are extensively used in micro- and minicomputer
applications. The slow electrically-alterable read-only memories (EAROMs) are most suitable to
peripherals, at present. In addition, dense dynamic MOS RAMs are used in large volume®’ in
small and large mainframe computers, and so on and so forth. Many laboratories are looking for
new options.

However, we are still far from the ideal shoe-box device with 10" bits accessible in
nanoseconds, and still farther from the capacities of 10'° bits needed for many already well-
defined applications. Although much can still be expected from VLSI and magnetic techniques,
these great goals (11es16) may require radically new approaches.

Very high speed and very low power memories rather than large capacity may well be the
benefits of some of these approaches.*

Thus computers today use a hierarchy of large-capacity, relatively slow mechanically
accessed memories in conjunction’ with fast electronically accessed memories of relatively
small capacity. It would be highly desirable to fill the gap by some device of sufficient capacity
and speed.

Candidates for gap-filling memories include metal-oxide semiconductor (MOS) random-
access memories (RAMs) made by large-scale integration (LSI); magnetic bubble devices based
on cylindrical domains of magnetization; electron beam-addressed memories; and optical
memories based on lasers, holography, and electrooptical effects, charge-coupled devices (CCD).

One of the latest designs of a CCD serial-access memory has storage for 65.536 bits on a
chip measuring about 3.5 by five millimeters.

The vast* number of different types of semiconductor memories available to the system
engineer is increasing steadily.

Radically new technologies, still at an early laboratory stage, are aimed*' at a more ideal
solution than today's hierarchy.

Many laboratories are looking into basic principles. Semiconductor memories based on
the Josephson effect may be able to operate in picoseconds on small power. The boundaries
within the walls of magnetic domains,** exploited in the bubble lattice devices, are also used in a
so-called cross-tie memory that may provide non-volatile storage memories on LSI chips.

One can foresee the development of cryoelectronic memories with extremely high
component densities operating at speeds 10 to 100 times faster than today's fastest electronic
memories.

Researchers now are looking forward to light particles — photons — which will permit
the performance to be made a thousand times faster. This would mean that in the future we can
expect the emergence of photon computers and that computations will be done by means of light.

Any radical improvement in memory technology will ultimately greatly affect our way of
life, as previous innovations have shown.

IIpoBepbTe, KaK BbI 3alIOMHUJIH CJI0BA.

6.1. ITepeBeauTte cienyromye cIoBa, UCXO/s U3 3HAYCHHA, TPUBEICHHBIX B CKOOKaX:

1. store v (xpanuTh), storage n; 2. capacity n (00beM, eMKOCTh), capacitance n; 3. retrieve
v (oTbICKMBaTh), retrieval n; 4. overlap v (mepekpsiBath, 1y0nupoBats), overlapping n; 5. callv
(BeI3BIBATH), recall n; 6. distinction n (paznmuuue), distinct a; 1. contrast n (MpOTUBOMOJIOKHOCTD),
by contrast; 8. address n (aapec, oOpamenue), addressable a; 9. average a (cpeanuii, OOBIYHBIN),
average v; 10. branching n (BetBnenue), branch u; 11. challenge n (mpo6nema), challenging a;



12. succeed v (cnmemoBartp), succession u; 13. option n (BeIOOp), optional a; 14. approach n
(moaxom), approach v; 15. innovation n (HOBIIECTBO), innovator n
Oo6cyaure cogep:xxanue OCHOBHOIO TEKCTA.

6.2. TIpocmotpure Ttekct eme pa3 (I wacts). OTBeTbTe Ha BOMPOCHI, HCIIONB3YS
UH(POPMALINIO TEKCTA:

1. What is a storage device? 2. What are the most important characteristics of memory? 3.
What were the first electronic memories like? 4. What were their drawbacks? 5. What are the
advantages of semiconductor memories? 6. What new memory technologies emerged in the
1980's? 7. What are research laboratories aimed at? 8. What is expected of a new generation of
superfast computers?

6.3. JlaiiTe onpeaenieHust CIEaYONINX MOHATHN:

1. memory; 2. core memory, 3. digital memory; 4. read/write memory, 5. random access
memory; 6. serial access memory; 7. access time; 8. cycle time; 9. bit; 10. byte; 11. word; 12.
address

6.4. O6061MTEe MHPOpPMaNHIO, TaHHYIO B TekcTe (I gacTs).

6.5. Bermo mpocmotpute BTOpyro 4acth (II) OcHoBHOro Tekera. CooOmuTe, YTO BEI
y3HAJIH O:

1. dense dynamic MOS RAMs; 2. radically new approaches; 3. candidates for new
memories; 4. radically new technologies; 5. the fifth generation computers

[IpoBepbTe, Kak BBl yMEETE EPEBOANTD.

6.6. IlepeBenute peueBbIe OTPE3KH M TPEIUIOKEHUS, COACpIKAIINEe WHBEPTHUPYEMbIC
KOHCTPYKIINU:

1. Not only were such controls difficult to arrange, they were.... 2. Not only does the
number of protons determine the element, but it determines its chemical characteristics. 3. Of
primary importance to science will be the knowledge obtained by sputniks. 4. Of primary interest
are the so-called mesons. 5. Discussed in this paper are some of options of memories. 6. Shown
in the photo is the equipment available. 7. Little though the probability of collision may be, the
possibility still exists. 8. Difficult as it is to observe the phenomenon, it is far more difficult to
obtain....

Yuurtech YNTATH U MEPEBOAUTD.

Texer 6.1. IIpounraiite Texer. Ckaxure, yTo Bbl y3Hamu o: CCDs, ferrite core memories,
the bubble memory. O3araaBbTe TEKCT.

The solution to the memory problem in computers made a significant transition in the
early 1950's with the development of ferrite core memories.

Magnetic ferrites being made of ceramic rather than metal were capable of providing a
much shorter access time through electronic circuitry than the drums, tapes and discs which were
based on metallic magnetics and mechanical access times. The gap between mechanical access
times and electronic access time of the core is between 10 seconds and 10 seconds.

With the development of integrated circuits the first trend toward what is now called
large scale integrated circuits or LSI was the development of scratch pad memories using bipolar
transistors made in large quantities on one large substrate. This was followed almost immediately
by the development of MOS random-access memories (RAMs) with 1 to 16K capacity. The
access times to the bipolar memories are in the order of 1 to 10 nanoseconds and for MOS
memories on the order of 100 nanoseconds.

More recently we have been able to return to the concept used years ago of the
recirculating delay line by using charge transfer coupled devices in a shift register configuration
which recirculates bits and is accessed in a serial fashion. Because of the serial access, access
time is slower — of the order of 2 milliseconds with a data rate of one megahertz.

The bubble memory first described in 1967 is now a reality with the advantage of high
capacity, of the order of 500 kilobits, but with the disadvantage of bit rates of a few hundred
kilobits per second compared to the megabits per second possible in charge transfer devices.

All of these recent developments, the MOS, RAM, CCD, and bubble are in the gap



between the mechanical access memories and the higher speed MOS devices and bipolar
memories.

Texer 6.2. [lepeBenure TeKCT MUCbMEHHO 0€3 Cii0Bapsl. 3HaYEHMsI BbIICJICHHBIX CJIOB BbI
CMOXeTe TIOHATh U3 KOHTeKCTa. O3arjiaBbTe TEKCT.

Some applications require random-access memories containing permanently stored or
rarely altered information. For example, the control programs in pocket calculators are usually
permanently stored. Such storage is provided by read-only memories (ROMs). Information is
placed in the storage array when the chip is manufactured.

A read-only memory can be obtained by replacing the storage capacitor in a one-
transistor memory cell with either an open circuit or a connection to ground, thus representing
one or the other of the two binary states.

Texker 6.3. [Ipountaiite TekcT. Haiinure B TEKCTE OTBETHI HA CIEAYIOIINE BOIIPOCHI:

1. What is the read-mostly memory? 2. Which variations of read-mostly memories are
referred to?

Another variation of the read-only memory is the read-mostly memory, which is desired
when read operations are far more frequent than write operations but for which non-volatile
storage is required.

Read-mostly memories have two forms. The commonest is the optically erasable
(ctupaemasi) read-only memory. This memory is read and written by entirely electronic means,
but before a write operation all the storage cells must be erased to the same initial state by
exposing the packed chip to ultraviolet radiation.

MATEPHAJIBI VI CAMOCTOSATEJIbBHOM BHEAYIUTOPHOM PAEOTHI
(ITOCJIE IIEPBOI'O 3AHSTUS)
H3yunTe ciaenyronue rue3aa cJoB U cJI0OBOCOYETAHMIA.

1. furnish v 1. cHaGxaTh, 0OecrieunBaTh; 2. MpeayCMaTPUBAThH

furnishings s pl o6opynoBanue

2. worthwhile a cTosiuii; *MEIOITHNA CMBICIT

to be worth (while) umets cMmbICH, 3aCTyKUBaTh BHUMAHUE

3. memory n 1. namsate; 2. 3Y

random-access memory (RAM) maMsaTh ¢ MpOU3BOILHOIN BEIOOPKO#

add-on memory qonoTHUTEIbHAS TAMSTh

backing memory pe3epBHas namsTh

bubble memory mamsts Ha [IM]]

4. capacity n 1. cmocoOHOCTH; 2. MOUTHOCTH; TPOU3BOAUTEIBHOCTD; 3. EMKOCTb, 00BEM,
BMECTHMOCTD

in the capacity of B kauecTBe

capacitance n eMKOCTb

capacitor n KOHIEHCAaTOp

5. recall v Bocripou3BOINTE; BCIOMHHATH

6. overlap(ping) n 1. mapamienusm, ayOnupoBaHue; 2. TOBTOpPEHHUE; 3. COEIUHEHHUE
BHAXJIECTKY

overlap v 1. mepekpbiBaTh(Cs); HaKIaABIBaTh(Cs); 2. YaCTHYHO COBMAAaTh;, 3.
Ny OJIMpoBaTh

7. signify v 1. 03HauaTh; 2. UMETh 3HAYCHUE

8. cycle n 1. nuki; mepuox; 2. TakT; 3. KpyT

duty cycle paGounii UK

memory cycle rukn padotsr 3Y

operation cycle muk BeImoHEHUST paboTh 3Y

9. call for TpeboBaTh

call v Ha3bIBaTh

call n curnan; BbI30B, 3amMpPOC

10. so far ¢j 1o cux mop



11. distinction n 1. oTruue, paznuuue; 2. OTIUYUTEIbHAS 0COOEHHOCTH; 3. U3BECTHOCTh

distinctive a OTJIMYUTENbHBIN, XapaKTePHBIA

distinct a sIBHBIH, ONIPE/ICIICHHBIH; SICHBIN

distinctly adv oTueTnnBO; SICHO; OMPEEICHHO

12. manner n 1. cmoco6, MeToI; 2. CTHIL

in the manner of HanogoOue, Mo MeTOTY

in a manner 710 U3BECTHOH CTENICHN; B HEKOTOPOM CMBICIIE

13. column n 1. cTtonbuk, cronderr; 2. KOJIOHHA

14. row n psin

15. cell n 1. aueiika; 2.371. 31€MEHT

16. contrast n MPOTUBOMOIOKHOCTh

contrast v MpOTUBOINOCTABIIATh, COMOCTABIISITh

by contrast Ha060poT

17. reel n 1. pynon; 2. katymika; 3. 6apaban

reel v 1. pa3maTbIBaTh; 2. Ka4aThCs

reel-to-reel kaTymieunslii (MarHUTO(MOH)

18. core n 1. siAp0O; cepAeUHUK; 2. BHYyTPEHHOCTh

19. byte n 6aiiT Cp. bit n 6ur

20. character n 1. mudpa; 2. cumBor; 3. xapakrep; 4. Ka4eCTBO, CBOWCTBO

21. addressable a agpecyemsblii, UMeOIINI aapec

address n 1. anpec; 2. oOpamieHue

address v apecoBath; HaMpaBJIATh

22. assign v 1. Ha3HAYaTh; ONPEIEIATH; 2. 3aKPEIIATh

assignment n 1. Ha3HaueHwue; 2. 3aJ]aHNE

23. feedback n 1. oOpatHast cBsi3b; 2. pe3ydbTaThl, MAaTEPHAJIbI, ITOJyYCHHBIE B OJHOM
00J1acTH, HO UCTIOJIB3yEMbIC B APYTOU

feed v 1. nmurtarte; 2. mogaBaTh

24. drawback n 1. HemocTaTOK; 2. HOTPEIIHOCTH

25. emphasize v npugaBaTh 0c000e 3HAUCHUE; TTOTYCPKUBATH

26. branching n 1. BeTBIIeHHE; 2. BETBb aJITOPUTMA; 3. YCIOBHBINA MEPEXO/T

branch n 1. BeTBb; 2. oTpacis; 3. ¢punua, oTaeiIeHne

branch v 1. BeTBUTBCS; 2. OCYIIECTBIATH (YCIOBHBIN) MEPEX0.T

27. challenge v 1. Gpocats BbI30B; 2. OCIIapHBAThH

challenge n 1. cinoxkHas 3agada, mpobaema; 2. BO3paKEeHHE; 3. BEI30B

to accept the challenge Opartbcs 3a pemenue npoodIeMbl

to face the challenge cronknayThCs ¢ TpoOIEMOit

challenging a 1. uHTepecHbIi; 2. NEPCIIEKTUBHBIN; 3. CIIOKHBIN; 4. CMENbII

to meet the challenge ynoBneTBopsATh TpeOOBaHUSIM

to offer the challenge craBuTh 3a1a4y; OTKpBIBATh MEPCIIEKTUBY

28. string (strung) v 1. HaTATUBAaTh; 2. CBA3BIBATH,

string n 1. psizg; 2. cTpoka; 3. mocne10BaTeIbHOCTb

29. succeed v 1. cMeHSATB, ClIeIOBATh; 2. TOCTUTHYTH 1IN

success n ycrex

succession n 1. mocien0BaTeIbHOCTD; 2. HEMPEPHIBHBIN PsIJT

in succession MOAPSI; MOCIEI0BATEIHHO

30. compatible a 1. coBMecTUMBI; 2. CXOTHBIN

compatibility n COBMECTUMOCTb

31. market n 1. ppIHOK; 2. COBIT, TOPTOBIIA; 3. IIEHA, KyPC

32. rectangular ¢ npsiMOyTOIBHBII

rectangle n mpsAMOYTOJIBHUK

33. intersection n 1. nmepeceueHue; 2. TOUKa NepeceUCHUS

intersect v mepecexath(cs)



34. target n 1. uenw; 2. 3agaHKUe; TUIaH

35. simultaneous 0JTHOBpEMEHHBII; CHHXPOHHBIN

simultaneously adv oqHOBpeMeHHO

36. option n 1. BEIOOD; 2. BApUaHT; 3aMEHUTENb

technology option TeXHOJOTUYICCKUI BapHaHT

optional B MpoOU3BONBHBII; HEOOSI3aTENbHBIIH

37. volume n 1. 00beM; 2. MHOKECTBO

38. approach n 1. moaxon; merox; 2. mpuOIMKEHNE

approach v moaxonuTs, mpuOIMKaThHCS

approachable a 1OCTYIHBIH; TOCTHKUMBIi

39. conjunction n 1. cBs3b, COENUHEHHE; 2. COBNAICHUE

in conjunction with Bmecte

40. vast a oO1MpPHBII

41. aim v UIMETh LIEbI0; CTPEMUTHCS

to be aimed at ObITH HarpaBIIEHHBIM; OBITH IPEHA3HAYCHHBIM

aim n 11eJ1b, HAMEpeHue

42. domain n 1. o6nacts, cdepa; 2. TomMmeH
IIpoBepbTe, Kak BbI 3alIOMHMJIN BbI/IeJIeHHbIE CJI0BA.

(1 —10) due to the capacity; a due cycle; the capacity is due to the speed; to furnish the
recall; the memory capacity; to signify some overlap between analogue and digital recording

(11 - 20) so far there is no way to realize an ideal reliability; there is a distinction between
memories; to store information in any cell

(21 — 30) most memories are location addressable; a word is assigned to a special
address; the inherent drawback of serial access; the output is fed back into the input; to
emphasize the total freedom of accessing; a branch of science; to challenge the core memory, to
succeed in a faster data access; semiconductor memories are compatible with other electronic
devices

(31 — 42) individual circuits may be organized in a rectangular array; simultaneous
operations; a wide range of memory options; to use memories in large volume in small and large
mainframe computers; to require radically new approaches; to use slow mechanically accessed
memories in conjunction with fast electronically accessed memories; vast amount of
information; new technologies are aimed at a more ideal solution
3ananus kK OCHOBHOMY TeKCTY.

6.8. a) 3anummTe KpaTKo COAECp)KaHWE TEKCTa C MOMOIIBIO MPEIUKATHUBHBIX TPYII; 0)
Haitagure B TeKCTE 3KBUBAJIEHTHI CIEAYIOIIMX PEUYEBBIX OTPE3KOB:

1. oOycioBJ€HBI TPUMEHEHHEM BBICOKMX CKOPOCTEH TMpoIlecca BBIUMCICHUH; 2.
nporpaMMa MOXET OBITh HCIIONIb30BaHa JH00O€ KOJMYECTBO pa3; 3. CIIOCOOHOCTD
BOCTIPOM3BOAMTD CBSI3aHA CO CIOCOOHOCTHIO 3aIIOMUHATh; 4. TpeOoBaHMS K OBICTPOMY JOCTYIY U
€MKOCTH HEHpPEPHIBHO BO3PACTAIOT; 5. WICaTbHBIM MOTJO OBl OBITH YCTPOICTBO, B KOTOPOM
XpaHWIOCh Obl OrPOMHOE KOJIMYECTBO MHGOpPMallMd B HEU3MEHHOM BHUJE; 6. UTO IMO3BOJISIET
XpaHUTh WHPOpPMAILNIO; 7. y 3TOW MaMATH €CTh MPHUCYIIMH TOJBKO €il HEeJOCTaToK; 8. HOBas
texHojorus namatd Ha [IMJI; 9. curHan ympaBiieHHs CYUTBIBAHHEM W 3alIUCBIO0 OMpPEHEIISET,
KaKHe€ U3 JBYX Omepauui

B) CocTaBbTe IJIaH KPaTKOTO M3JOXKEHMs cojepkanus nepBod dactu (I) OcHoBHOTO
TEKCTA.

6.9. YcrHo nepeBenute BTopyro yacth (I1) OcHOBHOTO TEKCTA.

6.10. ITncbMeHHO B BHJE aHHOTALMU M3JI0XKHUTE MO-PYCCKH COJEp)KaHUE BTOPOM 4YaCTH
(IT) OcHoBHOTO TEKCTA.

6.11. CocTaBbpTe BOIIPOCHI BCEX TUIOB 10 cOAepKaHNO0 OCHOBHOIO TEKCTA.

[TpoBepbTe, CMOXKETE JIM BB IEPEBECTH.

6.12. TlepeBenure mpenIOKEHUs, YUUTBHIBAsS CPEICTBA U CIOCOOBI O(QOpPMIICHHS
UHBEPCHHU:



1. Not only does the computer make the collection procedure easier but it makes feasible
unattended data collection. 2. Should an error occur for any reason during the running of the
program, the program terminates by indicating what the error number is and in which line it
occurred. 3. Among the parameters studied was the composition of the starting material. 4. Had
we to use the same number of vacuum tubes instead of transistors, our modern electronic systems
would be wholly impractical.

Yuurtech YNTATH U MEPEBOAUTD.

Texer 6.4. [IpounTtaiiTe TEKCT U 3aIMIIUTE OCHOBHYIO MH(popMmanmio o 3Y. Beimumute
KJIFOYEBBIE CJIOBA, C MMOMOIIBIO KOTOPHIX MOXKHO JaTh KPATKYIO XapaKTEPUCTHKY 3Y pasimuyHbIX
THIIOB.

Memory

Memory is the predominant computer subsystem. The ideal memory is inexpensive,
small in size, and large in capacity. It consumes little power and operates at the same speed as
computer logic. Today, such a memory is a concept rather than a reality. Therefore, to provide
optimum storage capability, computer designers have partitioned (pa3mensTh Ha ceKkuuun) storage
into many memories serving specialized purposes.

Read-only memories (ROM), write optional memories (WOM), and associative
memories can be used extensively in medium and large family members — particularly in
establishment of system management. Associative memories can be used for compiling, job
assignment, parallel processing, search operations, handling of priorities and interrupts, and
recognition of I/O commands.

Programmable logic arrays can perform many of the executive processes currently
performed by software and can be used to tailor a system to meet particular user needs. These
arrays and associative memories can replace operating system programs and be used to establish
logical system organization.

Registers and discrete bit storage are used for temporary storage of data and
instructions,.for implementing arithmetic and logic operations, and for memory addressing.
These components are referenced frequently and operate at the same speed as computer logic.
Registers of fourth generation computers are fabricated on a single monolithic chip.

High-speed scratch-pad and control memories are another stratum of storage hierarchy.
These memories are also used for temporary storage of specialized data, including intermediate
results of arithmetic operations, instructions, short subroutines which are repeatedly executed,
frequently referenced data, and control functions. The speeds of these memories are not as fast as
the speed of computer logic but are usually an order of magnitude faster than the speed of main
memory. Capacities range up to 10° bits. Batch-fabricated, bipolar transistor arrays will
predominate this area in the near future.

Texct 6.5. IlepeBeaure TEKCT NTUCBMEHHO CO ciaoBapeM. Bpemst nepeBosna —12 MUHYT.

Magnetic Bubbles

The physical feasibility of magnetic bubbles has been proved. Bubbles can be created and
destroyed, moved reversibly in two dimensions, magnetized for presence or absence of charge,
and mutually repulsed to perform logic.

Micro-sized bubbles can be supported in magnetic rare earth garnets grown epitaxially on
nonmagnetic matching substrates. Since the number of similar process strips is much fewer than
for silicon, the cost per area should be lower. Shift registers 1000 bits long, at densities of 1.6M
bits/in’, should be routine. Mask size, not defect density, is the present size limitation.

Electron beam processing should benefit bubble technology: smaller bubbles for higher
packing densities and lower costs should result.

IIpoBepbTe, 3HaeTe JiM BbI CJIeAYIOIIHE TEPMHHBI.

6.13. IlepeBeuTe NaHHbIE TEPMUHBI:

1. add-on memory, 2. backing memory; 3. bubble memory, cache memory, 4. CCD
memory, 5. content-addressable memory; 6. destructive memory; 7. erasable memory, 8. read-
only memory; 9. general purpose memory, 10. high-density memory, 11. highspeed memory, 12.




mass (storage) memory, 13. metal-electric semiconductor memory; 14. off-chip memory; 15. on-
chip memory, 16. power-down memory; 17. scratch-pad memory; 18. self-refreshing memory

6.14. Pacumdpyiite cruenyromue cokpanieans: ROM, RAM, PROM, EPROM,
EEPROM
MATEPHUAJIBI AJI51 PABOTBI B AYUTOPUN
(BAHSATHE BTOPOE)

IIpoBepbTe TOMAaNIHEe 3aaHHE.

6.15. OTBeThTE pa3BepHYTO HA CIEAYIOLINE BOIPOCHI:

1. What are the most important characteristics of memory? 2. What do you know about
different types of memories? 3. What do you know about analogue and digital recording? 4. Can
you compare random access memories and serial access memories? 5. What developments can
be expected by the end of the century in the field of computer memories? 6. What is being done
at present to improve memory capacity and speed?

Onpenenute KOHTEKCTyalIbHOE 3HAUCHUE BBIICJICHHBIX CIIOB.

6.16. IlepeBenute, oOpamiasi BHUMaHKE Ha 3HaueHHE cioBa challenge:

1. Established ways of design and fabrication are being challenged today by newer
techniques. 2. Since the early days of silicon technology, contacts between metal and silicon
have presented a constant challenge to the electronics industry. 3. Technological breakthroughs
are necessary to meet the challenges of programmable microelectronic products. 4. By far the
greatest challenge in the language area will be to develop new and more powerful general-
purpose languages. 5. Typical challenges include checking out and operating complex missile
systems. 6. The challenge was to do the test carefully.

YuuTech YUTATH H NMEPEBOIUTD.

Teker 6.6. [IpounTaiite TekcT. OnpeaennTe ero 0OCHOBHYI0 TeMy. O3ariiaBbTe TEKCT.

Josephson logjc and memory circuits make use of essentially conventional passive
components and a rather sophisticated active device.

The two phenomena underlying the operation of the active devices are superconductivity
and electron tunneling.

The first of these, superconductivity, discovered by Kammerlingh Onnes, was explained
in detail by Bardeen, Cooper, and Schrieffer. All four received Nobel prizes in physics for their
work. Electron tunneling received its first practical application with the invention of the
semiconductor tunnel diode by Esaki in 1957. The second important tunneling discovery was
that of superconductive tunneling by Giaever. Lastly, Josephson predicted that magnetic field-
sensitive supercurrents should flow through a tunnel junction with a frequency proportional to
the voltage across the junction. The tunneling discoveries of Esaki and Giaever and the
predictions of Josephson led to a "tunneling" Nobel prize in physics, awarded in 1973.

That the superconductive tunnel junction, combined with a means of controlling the
magnitude of the zero-voltage current, forms a fast, low-power logic and memory device was
recognized in 1967 by Matisoo. Matisoo designed and fabricated such devices and established
their static and dynamic properties in simple circuits.

Texer 6.7. Ilpountaiite TekcT. CoOCTaBbTE CTPYKTYPHO-JIOTMUECKYIO CXEMY THUIIOB
namsatu. Mcnonp3yiite Takke nHdopmaiuto OCHOBHOTO TEKCTA.

Large Scale Integration; Memories

There are a number of types of memory which can be used as ICs in digital electronics.
These include

a. Random-Access Memory (RAM), wherein each memory word is accessed for reading
or writing via a specific address, access time being approximately equal for any combination of
successive locations.

b. Serial Access Memory (SAM), wherein the memory consists of a circular shift register
(serial output connected to serial input). A counter keeps track of the "address" of the bit
available for reading and writing (the serial output and input bits). To read or write a given
address, the register is shifted until the counter matches the desired address: clearly a large




change of address takes longer than a short one.

c. Read-Only Memory (ROM), in which the binary contents are wired in at the factory as
a step in the IC manufacturing procedure. These act like RAMs, except it is not possible to
change the contents. Although it is possible to obtain custom-designed ROMs, they are too
expensive for production in small quantities.

d. Programmable ROMs (PROMs), which can be written using special equipment. These
hold their contents until erased with high-intensity ultraviolet light and re-programmed.

e. Programmed Logic Arrays (PLAs), some of which can also be programmed, do not
have a full-scale memory complement, but are an expensive way of making a ROM-like device,
in which not all inputs codes correspond to defined outputs, and a given output can be specified
by more than one input code.

RAMs are used for temporary data storage because they are volatile: that is their contents
are lost if power is removed. ROMs, PROMs, and PLAs are non-volatile, but cannot be written
on during normal operation.

A number of new memory types have recently appeared. We can expect corelike RAMs
to become available in the near future.

RAMs, being used for temporary data storage, are good "scratch pads" for digital
devices; they are used as computer memories for the full range of computer sizes, often in a
mixture of ROM, RAM, and core memory.

ROMs and PROMs are used for permanent storage, such as the programs in
microcomputers, and start-up programs in larger machines. They are also used to sequence
sequential machines from one state to the next, and they are very useful for data conversion,
table lookup (trigonometric tables, for example), and generation of complex logical functions. A
PROM is used to test a new memory content: if it is correct, a ROM is manufactured with the
same content if the number of devices or speed requirements (ROMs are faster) justify the
expense; PROMs are used for slower devices produced in smaller quantities.

Yuurtech roOBOPUTH.

6.17. Ilpounraiite Tekct. Mcmoab3ykte umHpOpManuio TeKcTa uisi Oeceapl Ha TeMy
«HanexHocTtb.

What mostly affects system performance is reliability: while increased speed may
provide 5% more throughput (mpou3BoaurensHOCTE) increased reliability significantly affects the
system output. System reliability can be quantified by MTBF (mean-time between failures),
which is the reciprocal (oOparnas BenuunHa)of the product of the device failure rate and the
number of components.

In semiconductor memories there are two types of failure mechanisms. The first is a hard
error in which the device structure fails. The second, a soft error, is a random, non-recurring
error caused by alpha particles.

As memories become denser, their storage area becomes smaller. As a result they can
become more sensitive to soft errors.

6.18. OGcyauTe ciemyronue TEMBbI:

1. Core memory. 2. Semiconductor memory. 3. Charge-coupled devices. 4. Magnetic
bubble devices. 5. Electron beam-addressed memories.

MATEPHAJIBI V11 CAMOCTOSATEJIBHOM BHEAYJIUTOPHOM PABOTHI
(ITOCJIE BTOPOI'O 3AHSTUS)
YuuTech YUTATH H NMEPEBOIUTD.

Teker 6.8. IlpocMmorpute TekcT. O3arnaBbTe ero. ApPryMEHTHPYWTE CBOW BBIOOD
3aronoBka. [Ipounraiite TeKCT emie pa3. [IoAroToBbTE COOOIIEHNE O PA3HBIX TUTIAX ITAMSTH.

The electron beam is an addressing pointer of high definition and energy density that can
easily be deflected. In storage tubes of the 1940's there were severe limitations to such
addressing because of the use of surface charge storage and inadequacies in focusing and
deflecting the beam. Two recent innovations, storage within a semiconductor and compounded
deflection, may bring us closer to realizing the inherent potential of beam addressing.



The addressing is in two parts. First, the beam is deflected by a short conical structure of
low aberration and strikes normally one of the appertures of a matrix of lenslets.

The matrix is made up of two metal plates that have an array of holes (an 18 by 18 array
on 1.5-mm centres) and are maintained at different potentials. Second, the beam is deflected by
bars running along rows and columns between the holes of the matrix. No matter which lenslet is
reached, the reduced beam will be subjected to the second deflection. In this compounded
deflection the accuracy and stability at each step need only be a small fraction of what would be
required with a single step.

Texker 6.9. [IpounTaiite TeKCT U caenaiite 06o6meHne nHpopmManuu 00 0COOEHHOCTSIX
KAII-TIaMSTH.

Cache Memory

A cache memory is a small, high-speed system memory that fits between the CPU and
the main memory. It accesses copies of the most frequently used main-memory data. When the
CPU tries to read data from the main memory, the cache memory will respond first if it has a
copy of the requested data. If it doesn't, a normal main-memory cycle will occur.

Cache memories are effective because computer programs spend most of their memory
cycles accessing a very small part of the memory.

A cache memory cell has three components: an address memory cell, an address
comparator and a data memory cell. The data and address memory cells together record one
word of cached data and its corresponding address in main memory. The address

comparator checks the address cell contents against the address on the memory address
bus. If they match, the contents of the data are placed on the data bus.

An ideal cache memory would have many cache memory cells, each holding a copy of
the most frequently used main-memory data. This type of cache memory is called fully
associative because access to the data in each memory cell in through the data's associated,
stored address.

Not all locations in the memory address space should be cached. Hardware I/O address
shouldn't be cached because bits in an [/O register can and must change at any time, and a cache
copy of an earlier I/O state may not be valid.

6.19. M3zyunre Ttabmuiy "Memory Technology". JlomomHuTe €€ HW3BECTHBIMH BaM
JAHHBIMH O TUIAX MAMSITH.

Memory Technology
Type Predominant Cycle or
Technology access time
Registers and  Monolithic 50 to 500
integrated nano-
discrete bit circuits seconds
storage
High speed Planar thin films 100 to 500
nano-
control and seconds
scratch-pads
High speed in- Magnetic core 03 to 5
micro-
ternal main seconds
memories
Random-access Magnetic core 2 to 10
micro-
auxiliary storage seconds
On-line auxil- 15 to 150

Electromechanical milli-



iary storage disk files seconds

Off-line auxil- Magnetic tape Serial
serial

iary storage access

6.20. IToaroroBbre coobOmienue st oocyxknaeHust Temu 'The State-of-art and Future
Developments of Memory nologies".

HUTOT'OBBIE 3AHSTHUS
I. a) CocraBpTe cXeMy, IIOKa3bIBAIOLIYI0 OCHOBHBIE HAaNpaBICHUS MPUMEHEHUS
MHUKPODJICKTPOHUKH B OOIIECTBE.
0) HWcmonp3ys Bamry cxemy, moAroToBere coobmienne "Application Fields of
Microelectronics: Material Production, Non-productive Sphere, Personal Uses".
II. IlpoBeaute TrpynmoBYyI0 HAyYHO-TEXHHUYECKYIO KOH(EpPEHIHIO II0 MpodiieMam
MUKPODJICKTPOHUKH M IEPCIICKTHBAM €€ Pa3BHUTHSI.
Templ, mpeuiaraeMeie 11t 00CYXKICHUS:
. In the world of microelectronics.
. From the history of microelectronics.
. The top priorities in the field of microelectronics for the next decade.
. Prospects of the IC's design.
. Microprocessors: the state-of-art.
. The main problems the designer of a microelectronic device is faced with nowadays.
. From the history of Computer Science.
. Fantastic possibilities of computer and information systems.
. Progress in the computer revolution.
10. Man-machine systems.
11. Automatic control systems.
12. Systems for computer translation.
13. The advent of minicomputers brings a higher level of information culture.

O 0 1N DN B W —

CIIMCOK COKPAIIIEHU, BCTPEYAIOIIIAXCA B TIOCOBUHA

ALU (arithmetic and logic unit) — apupmeTruecku-n1oruaeckoe

ycrpoiictBo AJIY.

CAD/CAM (computer-aided design/computer-aided manufacturing) —
aBTOMAaTHU3MPOBAaHHOE TMpoekTupoBanue u mpousBoacTBo. CCD (charge-coupled device) -
npudop ¢ 3apsiIOBOM CBA3BIO,

T3c.

CMOS  (complementary metal-oxide-semiconductor) — kommuiementapaas MOII
crpykrypa, KMOII crpykrypa. CPU (central processing unit) — IeHTpaJIbHBIH IMpoIECcCcop,
LeHTpallbHOE mpoueccopHoe yctpoictBo, LIITY. CRT (cathode ray tube) — snexTponHO-
aygeBas TpyOka, DJIT. CVD (chemical vapour deposition) — XHMHYECKOE OCa)kKICHHE H3

apoBOH (a3bl.

EAROM (electrically-alterable = read-only = memory)-II3Y ¢  amekrpudeckum
nporpammupoBanueM. EPI, epi (epitaxial) — snutakcuansubiii cioit. EPROM (erasable-
programmable ROM) — nporpammupyemoe ctupaemoe [13Y.

EROM (erasable read-only memory) — ctupaemoe II3V. FET, Fet (field-effect
transistor) — moneBoit Tpamsuctop, IIT. HBT (heterostructure bipolar transistor) —
OWTIOJISIPHBII TPAH3UCTOP HA TETEPOCTPYKTYPE.

HIC (hybrid integrated circuit) — rubpuanas unTerpanbHas cxema, [ C.

IC (integrated circuit) — unTerpansHas cxema, MC. IIL (integrated injection logic) —
MHTErpasTbHbIE, HHKEKIIMOHHBIE JIOTHYECKHe cxeMbl, MJ1.

IMPAAT (impact avalanche and transit time (diode) — naBunHonponeTHsiii quon, JITT/I.



JFET (junction field effect transistor) — moeBoii TpaH3UCTOP C P N TIEPEXOOM.
K (kilobyte) — xumnobaiir.
LSI (large scale integration) — BBICOKasi CTCTICHh HHTETPAIINH,

BUC.

LPCVD (low-pressure chemical vapour deposition) — XHMHYECKOE OCaXKICHUE W3
napoBo#t ¢a3bl npu HU3KOM JasieHur. MC (microcircuit) — muxpocxema HC.

MESFET (metal-Shottky field-effect transistor) — moseBoi TpaH3UCTOP C 3aTBOPOM
[loTkn.

MOS (metal-oxide-semiconductor) — cTpyKTypa MEeTaJUI-OKCHA-ITOTyTPOBOHUK, MOIT-
CTPYKTYDA.

MOSFET (metal-oxide-semiconductor field-effect transistor) — MOII-Tpan3uctop.

MP (monolithic processor) — ogHOKpHUCTATBHBIA MUKPOIIPOLIECCOP.

MSI (medium-scale integration) - IC co cpenneii crenenpto uaTerpanuu, CUC.

MP (microprocessor) — mukpormnpoueccop. MTBF (mean-time between failures) —
CpeaHee BpeMsi MEXy OTKa3aMH.

NMOS (n-channel metal-oxide-semiconductor) — n-MOII-cTpyk-Typa.

O.D. (overall-dimensions) — rabaputHble pa3mepsl. PC (personal computer) —
nepcoHanbHbli  kommbrotep, [IK. PCB (printed circuit board) — mnedatHas muata. PLA
(programmed logic array) — nporpamMMmupyemas jJormdeckasi marpuua, [1JIM.

PMOS (p-channel metal-oxide-semiconductor) — p-MOII-cTpyk-Typa.

PROM (programmable read-only memory) — IIII3Y. RAM (random-access memory) —
3V ¢ npounsBonbHOI BeIOOpKOH, 3YIIB.

RC (resistance-capacitance) — conpoTuBieHue-eMkocTb. RF (radio-frequency) —
panuouyacrora. ROM (read-only memory) — mocrtosiuuele 3V, [I3Y. SAM (serial access
memory) — 3V ¢ nocienoBaTebHON BBIOOPKOH.

SSI (small-scale integration) — manas creneHb nHTerpauuu, Manas UC.

TTL (transistor-transistor logic) - TpaH3ucTOpHO-TpaH3UCTOpHAs Joruka, TTJL.

TWT (travelling wave tube) — namna 6erymeit Boausl, JIBB. UTTV (ultrahigh vacuum)
— cBepxBbicokuii BakyyM. ULSI (ultra-large scale integration) — MC co creneHb0 HHTErparuu
BBIIIIE CBEPXBBICOKOIA.

VHSIC (very high-speed integrated circuit) - CBEPXCKOPOCTHAs
(cBepxOricTpoaeiicTBytomas) UC, CCUC. VLSI (very large scale integration) - cBepx0OoJbIias
UC, CBUC. ppm (parts per million) — yacTuil Ha MHJUTHOH.

AJI®ABUTHBIN CIUCOK CJIOB, BBIIEJIEHHBIX B OCHOBHbBIX TEKCTAX
(TTocIie ¢oBa JaHbl HOMEP YPOKa M MOPSIKOBBIM HOMED CJI0Ba B TIOYPOYHOM CJIOBape)
Accept n 2,36 access u 5,6 accessible a 1,61 accomplish v 4,12 acid n 3,41 acquire v 5,30

add v 2,33 address v 6,21 adequate a 5,40 adhere v 2,45 adjacent a 3,20 advance u 3,55 advent n

1,38 affect v 2,32 aid n 3,66 aim n 6,41 alloy n 3,44 alternately adv 2,25 amount n 4,14 amplifier

n 2,24 anticipate v 5,26 apparent a 4,63 appreciable a 2,12 approach v 6,38 appropriate a 5,34

array n 1,53 artificial a 4,48 assemble v 1,32 assign v 6,22 attainable a 1,22 attributable a 2,40

available a 2,5 average a 4,19
Background n 4,61 backup n 4,65 band n 2,48 behaviour n 4,62 below adv 3,10 benefit

nl1,20 bottom n 3,9 boundary n 1,54 branching n 6,26 bubble n 3,27 bulk n 3,45 bus n 5,15 byte

n 6,19
Call for v 4,13 call n 6,9 capability n 1,5 capacity n 6,4 card n 4,27 carry out n 1,9 cell n

6,15 challenge n 6,27 character n 6,20 check v 4,52 chip n 1,47 circumstance n 3,24 coating n

2,52 column n 6,13 commerce n 4,16 commercial a 2,39 common a 2,19 compatible a 6,30

compete v 1,7 complicated a 4,4 concept n 1,37 concern n 1,27 conjunction n 6,49 constitute v

4,68 consume v 4,46 contemporary a 4,8 contrast n 6,16 contribution n 2,20 convenient a 4,70

conventional a 2,63 conversion n 5,41 core n 6,18 correspond v 5,19 count v 4,1 coupling n 1,21

crucial ¢ 5,39 current n 4,55 cycle n 6,8



Deficiency n 3,23 define v 1,52 delay n 2,7 delineate v 3,34 denote y 3,43 deposition n
3,57 design u 2,15 despite prp 4,11 destined a 4,54 determine v 2,9 detrimental ¢ 2,54 devise v
5,25 die (dice) n 3,63 differentiate v 5,17 diffuse v 3,16 dimension n 1,18 dissipation n 5,9
dissolve v 3,39 distinction n 6,11 distinguish v 4,41 distribute v 4,6 domain n 6,42 dopant n 2,47
dozen n 5,3drawback n 6,24 due a 3,68 durable a 2,44

Effort n 1,1 eliminate v 5,10 emerge v 1,65 emphasize v 6,25 enable v 3,59 enhance v 2,6
entire a 4,29 environment n 4,10 error n 4,49 establish v 3,48 etch v 3,32 event n 1,14 exact a
5,24 exceedingly adv 1,8 excite v 5,18 execute v 4,38 exhibit v 2,2 expend v 3,6 explicate v 2,62
expose v 3,31 extend v 1,67

Facility n 4,43 fail v 4,45 fault n 5,36 feasible a 5,22 feature n 2,1 feed v 4,26 feedback n
6,23 ffll v3,7 fit v 1,57 flexible a 4,37 flip-flop n 4,34 former c 3,15 furnish v 6,1

Gain v 2,38 gap n 2,49 gate v 1,51 generate v 4,73 goal n 1,11 grain n 2,27

Handling n 1,26 harmful a 3,49 hence adv 3,4 hinder v 4,44

Image n 4,60 immense a 2,29 impact n 5,12 impermeable a 2,51 impetus n 1,35
implement v 4,39 imply v 5,16 improve v 3,14 incorporate v 4,40 indeed adv 4.9 inevitable a
5,11 inferior a 5,20 inherently adv 2,60 initial a 4,2 innovation n 3,54 insert v 3,22 intelligence n
5,33 intend v 4,58 interface n 3,46 interior a 3,19 intermediate a 3,5 interpret v 4,32 intersect v
6,33 intricate a 3,64 intrinsic a 2,17 involve v 1,44 issue n 4,30

Junction n 1,45 Key n 1,41

Label v 4,36 lattice n 3,1 layer n 2,53 level n 2,10 line n 1,63 link v 4,42 load n 4,71 long
as5,28

Main a 4,20 mainframe a 4,20 maintain v 2,55 manifold adv 1,24 manner n 6,12
manufacture v 1,31 mark v 1,55 market n 6,31 maskn 2,46 medium n 3,5 memory n 6,3 merely
adv 3,25 merge v 4,64 message n 4,50 mode n 1,59 monitor v 4,18 mount v 4,33 multiply v 3,35

Net n 2,11 nevertheless adv 3,26

Obstacle n 4,72 occur v 2,22 offshoot n 5,1 once adv 1,30 opportunity n 2,61 option n
6,36 original a 4,3 outline n 3,60 outmoded a 4,57 overall a 1,28 overlap v 6,6 overlayer n 2,53

Pack v 1,58 particular a 1,23 pattern n 1,43 perfection n 2,35 performance n 1,3
peripheral a 5,7 permit v 2,50 planar a 1,62 point n 1,19 poor a 3,11 port a 4,24 port n 4,24 posev
3,13 precipitate v 3,47 precise a 3,37 predict v 1,4 prevent v 3,40 print n 4,35 prior to prp 1,6
procedure n 3,38 proceed v 3,38 processibility n 2,4 protect v 3,30 provide v 5,38 pull v 3,56
punch v 4,27 purity n 2,34

Random a 5,5 range n 2,56/5,21 rate n 1,16 read v 4,31 realize v 1,12 reason n 2,30 recall
v 6,5 recognize v 2,28 record v 4,5 rectangular a 6,32 rectification n 2,21 reel v 6,17 refer v 1,46
refinement n 2,59 regard v 4,23 related ¢ 2,13 reliability n 1,2 remote a 4,74 remove v 3,50
resident a 5,32 residual a 4,53 resolution n 1,66 respond v 1,15 rest n 5,29 restrict v 4,47 retrieve
v4,28 rown 6,14

Scale n 1,13 screen n 4,59 security n 5,23 sense n 1,60 sequence n 3,33 sequential a 4,15
set n 5,8 share v 5,40 shifting n 1,56 shortcoming n 1,29 shrink v 1,17 shutdown n 5,35
significant a 2,8 signify v 6,7 similar a 1,39 simulate v 3,67 simultaneous a 6,35 site n 3,18 skffl
n 4,67 slice n 3,52 so far co 6,10 soften v 2,41 solid n 1,10 sophisticated a 3,53 species n 3,61
specification n 2,57 spectacular a 4,21 spread v 5,41 sputter v 3,58 stage n 3,36 state n 1,50 step
n 3,29 store v 4,22 stringy 6,28 stringent a 2,58 substance n 3,2 substitute v 3,17 substrate n 1,40
subtle a 2,14 succeed v 6,29 sufficient a 2,64 suitable a 2,18 superficial a 4,56 supply v 5,13
switch v 1,25

Tailor v 2,16 target n 6,34 technique n 1,42 technology n 1,42 temporary a 5,31 term n
3,42 thus adv 3,12 tightly adv 3,3 time n 5,14 tolerable a 1,48 tool n 3,51 top n 3,8 trace v 2,26
tradeoff n 4,66 transactions n 4,17 transfer v 3,28 trap n 2,31 trend n 4,51 troubleshooting n 537
turn n 2,23

Ultimately adv 1,36 upgrade v 5,4 upsurge n 5,2

Vacancy n 3,21 vapour n 2,43 vast a 6,41 vehicle n 1,34 versatile a 4,69 view n 4,7
volatile a 3,62 volume n 6,37 vulnerability n 2,3



Wafer n 2,42 waveguide n 1,64 whereby adv 4,25 wiring n 1,33 witness v 2,37 word n
5,27 workload 4,71 worthwhile a 6,2
Yield n 1,49
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